
IEEJ TRANSACTIONS ON ELECTRICAL AND ELECTRONIC ENGINEERING
IEEJ Trans 2016; 11: 325–330
Published online in Wiley Online Library (wileyonlinelibrary.com). DOI:10.1002/tee.22221

Paper

A Method of Generating Translations of Unseen n-grams by Using
Proportional Analogy

Juan Luoa, Non-member

Yves Lepage, Non-member

In recent years, statistical machine translation has gained much attention. The phrase-based statistical machine translation
model has made significant advancement in translation quality over the word-based model. In this paper, we attempt to apply
the technique of proportional analogy to statistical machine translation systems. We propose a novel approach to apply propor-
tional analogy to generate translations of unseen n-grams from the phrase table for phrase-based statistical machine translation.
Experiments are conducted with two datasets of different sizes. We also investigate two methods to integrate n-grams translations
produced by proportional analogy into the state-of-the-art statistical machine translation system, Moses.1 The experimental results
show that unseen n-grams translations generated using the technique of proportional analogy are rewarding for statistical machine
translation systems with small datasets. © 2016 Institute of Electrical Engineers of Japan. Published by John Wiley & Sons, Inc.
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1. Introduction

Machine translation has achieved significant advancement over
the years. Recently, statistical machine translation has gained much
attention in both academic studies and commercial usage because
of the advances in the field. Phrase-based statistical machine
translation systems rely on parallel corpora for learning translation
knowledge and translation rules, which are stored in the so-called
phrase tables. The quality of the phrase table is crucial to the
translation quality of machine translation systems. Thus, the phrase
table is the fundamental and vital component in the translation
process. A phrase table consists of sequences of words in the
source language and sequences of words in the target language,
as well as feature scores showing how likely these two sequences
are translations of each other. It is usually constructed in two steps:
first, the generation of source-to-target and target-to-source word
alignments, and, second, extraction of bilingual phrase pairs from
these alignments through heuristic combination of both directions.

In recent years, some schemes have been proposed to deal with
phrase tables in statistical machine translation systems. Research
trying to acquire additional data to increase translation coverage
has focused on introducing paraphrases [1,7,18], n-grams [9,17],
and multiword units [23].

In Ref. [1], paraphrases of unseen source phrases are incorpo-
rated into phrase tables to improve the coverage and translation
quality. However, their method is particularly pertinent to small
corpus and out-of-vocabulary words. Augmenting phrase tables
via paraphrasing is also investigated in Refs [7,18]. A method
of enlarging the n-grams in phrase tables has been reported
in Ref. [17], in which ‘word packing’ is used to obtain 1-to-n
alignments based on co-occurrence frequencies. They evaluated
the performance on Chinese-to-English machine translation task
and reported significant improvements. In Ref. [9], collocation
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segmentation is performed on bilingual corpus to extract n-to-m
alignments, which are used to augment phrase tables. However,
experimental results showed no difference in the evaluation metric
scores. Ref. [23] proposed a strategy to extract domain bilingual
multiword expressions and investigated methods to integrate these
multiword units to phrase tables.

Proportional analogy has been researched and applied to
address problems in various domains, for instance, machine
transliteration [4], machine translation [15], handling unknown
words [5,13], handwritten character recognition [19], and so on.

In Ref. [4], methods of applying analogical learning over
strings to the transliteration tasks were proposed. The authors
showed that a combination of proportional analogy and statistical
machine translation engine could lead to improvements over
individual transliteration systems. Ref. [15] proposed an example-
based machine translation system that is built upon proportional
analogy. Their machine translation system works well on short
sentences. Proportional analogy is also applied at the character
level to translate unknown words, which was reported in Ref. [5]
on Japanese-to-English tasks and Ref. [13] on language pairs
with close morphological structure. In Ref. [19], an analogy-
based sequence generation is applied, which enables a handwritten
character recognition system to be rapidly adapted to a new
writer.

Given a test sentence, those words that cannot be found in
phrase table thus result in the unknown sequences for a machine
translation system. In this paper, we attempt to address the problem
of unseen n-grams. Here, we propose to use proportional analogy
to generate translations of unseen n-grams from phrase tables for
statistical machine translation systems. We show that this method
is useful for systems with small data. To the best of our knowledge,
this paper is the first attempt at associating proportional analogy
with phrase tables to generate strings that go beyond words, i.e.,
n-grams.

The remainder of this paper is organized as follows: In
Section 2, we briefly introduce the notion of proportional analogy.
In Section 3, we describe our proposed method that is based on
proportional analogy. In Section 4, experiments are reported and
evaluation results are analyzed. Finally, we conclude in Section 5.
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2. Proportional Analogy

Proportional analogy is defined as a general relationship between
four objects, i.e. four strings in this work. It is noted as A : B ::
C : D , which is to be read as ‘A is to B as C is to D’. Analogy
can be seen at the semantic level or at the formal level. Here
we work on the formal level only to the possible detriment of
meaning.

Ref. [14] proposed a formalization of analogies between strings.
This formalization reduces to the counting of the number of symbol
occurrences and the computation of edit distances. The four strings,
A, B , C , and D , form an analogy only if

A : B :: C : D ⇒
⎧⎨
⎩

|A|a − |B |a = |C |a − |D |a , ∀a

δ(A, B) = δ(C , D)

(1)

where |A|a stands for the number of occurrences of character
a in string A, and δ is the edit distance that involves only
insertion and deletion with equal weights. δ(A, B) stands for the
edit distance between strings A and B . As B and C may be
exchanged in an analogy, the constraint on edit distance has to
be verified in addition for A : C :: B : D , i.e. δ(A, C ) = δ(B , D).
There is no need to verify the first constraint for A : C :: B :
D , because trivially |A|a − |B |a = |C |a − |D |a ⇔ |A|a − |C |a =
|B |a − |D |a .

As analyzed in Ref. [16], proportional analogies can be written
between words (2), chunks (3), or sentences (4) (examples from
Ref. [16]):

abundant : abundance :: present : presence (2)

my room
key :

the room
key

:: my first
visit

: the first
visit

(3)

Do you
like
music?

:
Do you go
to conserts
often?

::
Do you like
classical
music?

:
Do you go
to classical
concerts often?

(4)

In this work, we focus on proportional analogies between sub-
sentence strings, i.e. n-grams in phrase tables.

3. Generation of Unseen n-gram Translation Using
Proportional Analogy

In this section, we present our proposed method of generating
entries by applying proportional analogical learning of unseen
source n-grams in the test sentences. Instead of adding generated
analogy n-gram as new entries to the baseline phrase table,
we collect these entries to form an additional analogy phrase
table.

The method comprises three stages:

1. Producing unseen n-grams:
In this stage, given a test sentence, we first segment it into
n-grams. These n-grams are then searched in the baseline
phrase table. Finally, a list of unseen n-grams (i.e. that
are not found in baseline phrase table) are extracted and
produced.

2. Searching analogical candidates in baseline phrase table:
In this stage, given an unseen source n-gram, three candi-
date n-grams that should form analogical relationship with
this unseen n-gram are searched in the source part of the
baseline phrase table. After searching three source candi-
dates, we thus obtain their corresponding n-grams in the
target language.

Test sentence Phrase Table

Unseen N-gram extraction

Unseen N-gram (Source) Proportional analogical learning

New N-grams (Target)

New N-grams pairs

Fig. 1. Process of analogical learning of unseen n-grams from the
phrase table

3. Producing analogies of n-grams to form an analogy phrase
table:
In this stage, three target candidate n-grams are used to
generate a new n-gram in target language by proportional
analogical learning. Finally, the newly generated n-gram
pair is added as an entry to form an analogy phrase table.

3.1. An example Let us illustrate the method more
clearly with an example (see Fig. 1).

Assume a test sentence:

The international conference will be held next week in Iceland.

We segment it into n-grams, for example, 3-gram:

the international conference
international conference will
conference will be
......

These n-grams are searched in the baseline phrase table. N-
grams that are not found in the phrase table are extracted. Here
we obtain an unseen English source n-gram Ds :

Ds = the international conference

In order to form an analogical relationship

As : Bs :: Cs : Ds

Three candidates are searched in the source part of the baseline
phrase table: they are

As = national
Bs = the national conference
Cs = international

Their corresponding French target n-grams in phrase table thus
are

At = nationale
Bt = la conférence nationale
Ct = internationale

A new n-gram Dt can be generated by proportional analogical
learning:

At : Bt :: Ct : Dt

Dt = la conférence internationale

Finally, we obtain a new n-gram pair (Ds , Dt ), which can be
added as an entry to analogy phrase table:

Ds = the international conference
Dt = la conférence internationale

326 IEEJ Trans 11: 325–330 (2016)
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Table I. Evaluation results

German–English Polish–English

BLEU NIST WER TER BLEU NIST WER TER

Train ≈ 350 k Baseline 25.30 6.6193 55.27 59.65 34.26 7.5076 44.26 47.70

Multiple PT 24.68 6.4787 56.55 61.09 33.91 7.4041 45.01 48.56

Backoff model (1-g) 25.16 6.5702 55.91 60.25 34.03 7.4790 44.29 47.73
Backoff model (2-g) 24.90 6.5557 55.71 60.20 34.06 7.4563 44.46 47.94
Backoff model (3-g) 24.96 6.5860 55.47 60.01 34.11 7.4695 44.60 48.07
Backoff model (4-g) 24.90 6.5527 55.93 60.56 34.01 7.4519 44.61 48.16
Backoff model (5-g) 24.95 6.5383 55.99 60.58 33.67 7.4202 44.92 48.34
Backoff model (6-g) 24.48 6.5040 56.14 60.77 33.88 7.4162 44.78 48.43
Backoff model (7-g) 24.54 6.4809 56.54 60.97 33.81 7.4264 44.80 48.42

Train=10 k Baseline 20.69 5.8867 58.76 63.73 19.35 5.6148 55.81 60.03

Multiple PT 20.23 5.8173 59.61 64.87 19.85 5.7568 55.64 59.91

Backoff model (1-g) 20.83 5.9339 59.10 63.95 19.94 5.8243 54.84 59.15
Backoff model (2-g) 20.92 5.9676 58.76 63.73 19.95 5.8305 54.91 59.11
Backoff model (3-g) 20.84 5.9205 58.64 63.80 19.98 5.8115 54.92 59.28
Backoff model (4-g) 20.38 5.8712 58.89 64.11 19.76 5.7564 55.64 60.02
Backoff model (5-g) 20.26 5.8104 59.51 64.79 19.71 5.7502 55.61 59.78
Backoff model (6-g) 20.27 5.8211 59.68 64.67 19.68 5.7556 55.53 59.84
Backoff model (7-g) 20.07 5.8149 59.65 64.93 19.74 5.7541 55.67 59.87

The numbers in boldface indicate that they are higher than the baseline.

3.2. Calculation of feature scores In the default phrase
table of a standard statistical machine translation system, there are
five feature scores: two translation probabilities and two lexical
weights as proposed by Ref. [11], as well as the commonly used
phrase penalty. Here, we calculate the feature scores of an analogy
n-gram pair by two steps. In the first step, given three candidate
n-gram pairs (As , At ), (Bs , Bt ), and (Cs , Ct ), a feature score f of
the analogy n-gram pair (Ds , Dt ) is calculated by geometric mean
of the feature scores of the candidate n-gram pairs:

f (Ds , Dt ) = 3
√

f (As , At ) × f (Bs , Bt ) × f (Cs , Ct ) (5)

For such an analogy n-gram pair, sets of analogies can be found
in the phrase table. Thus, in the second step, it is calculated as

f (Ds , Dt ) = 1

n

n∑
i=1

3
√

f (As , At ) × f (Bs , Bt ) × f (Cs , Ct ) (6)

Here, in this investigation, we compute lexical weights as the
above equations. We will compare the differences on the translation
quality by using this computation and the one that was originally
proposed by [11] later.

4. Experiments

In this section, we evaluate the performance of our proposed
method empirically. First, we describe the experimental setup and
present the evaluation results. Then, we investigate and analyze
n-gram pairs in detail.

4.1. Experimental setup and datasets Standard phrase-
based statistical machine translation systems were built by using
the conventional pipeline: the Moses toolkit [12], Batch MIRA [3]
to tune the parameters, the SRI Language Modeling (SRILM)
toolkit [25] to build a 5-g target language model with Kneser–Ney
smoothing, and GIZA++ [21] to generate word alignment. The
maximum length of phrase pairs in phrase tables is set to 7 (the
default phrase length in Moses).

The experiments were carried out using the Europarl parallel
corpus [10]. We examined two language pairs: German-to-English

and Polish-to-English. For each language pair, we tested two
different sizes of training data. For the first setting, we used a
training set of 347 614 and 350 000 sentence pairs, respectively.
For the second setting, we used a small size dataset of 10 000
sentence pairs for both language pairs. We refer to this two settings
as Train≈350 k and Train=10 k in the following sections. The
development set was made up of 500 sentence pairs, and test set
contained 1000 sentence pairs.

As for evaluation, four standard automatic evaluation metrics
were used to assess the output of machine translation systems:
BLEU [22], NIST [6], WER [20], and TER [24].

4.2. Experimental results Since Moses supports mul-
tiple phrase tables, here we investigate two methods to utilize
analogy n-gram pairs: (i) Multiple PT, in which either phrase
table is used for scoring; (ii) backoff model, in which the second
phrase table is used as a backoff for unknown sequences. We used
analogy phrase table as backoff table and experimented on limiting
the length of n-grams that were used from the backoff table.

The results of experiments are shown in Table I. Intuitively,
analogy n-gram pairs are useful to improve the performance of
statistical machine translation. However, from the results it can be
seen that, given a training parallel corpus of 350 k sentences, the
evaluation scores decrease slightly by comparing with the baseline.
In the case of a small training data size (10 000 sentences), we can
observe improvements over the baseline in both language pairs.
The multiple PT method achieves improvements in four evaluation
metrics for Polish–English. However, this is not in consistent with
the results obtained for language pair German–English, where a
decrease in the translation quality is observed. The backoff model
improves translation quality in both languages. By limiting the
phrase length in the backoff table, i.e. analogy phrase table, the
greatest increase in evaluation scores is obtained for 2-g or 3-g.

From the evaluation results in this table, we can conclude that
n-gram pairs generated by proportional analogy are useful for
translation systems with less training data.

4.3. Discussion In order to examine n-gram pairs in
detail, we analyzed the number of unique unseen n-grams in test
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Table II. Number of unique n-grams in test set. Unseen: the
number of unique unseen n-grams

Total Unseen Analogy (%)

Train≈350 k
1-g 5 888 1 516 879 (58%)
2-g 18 602 10 860 8 009 (74%)
3-g 24 001 20 014 14 426 (72%)
4-g 24 614 23 190 16 152 (70%)
5-g 23 926 23 359 15 726 (67%)
6-g 23 019 22 772 14 715 (65%)
7-g 22 064 21 927 13 612 (62%)
Train = 10 k
1-g 5,888 2 973 1 073 (36%)
2-g 18 602 14 946 9 073 (61%)
3-g 24 001 22 560 13 709 (61%)
4-g 24 614 24 142 13 704 (57%)
5-g 23 926 23 742 12 341 (52%)
6-g 23 019 22 943 10 846 (47%)
7-g 22 064 22 030 9 444 (43%)

Analogy: the number of unique unseen n-grams translations that are
generated by proportional analogy (German–English)

Table III. Number of unique n-grams in test set
(Polish–English)

Total Unseen Analogy (%)

Train ≈ 350 k
1-g 4 856 402 307 (76%)
2-g 14 402 7 444 5 327 (72%)
3-g 18 034 14 780 9 633 (65%)
4-g 18 988 17 859 10 729 (60%)
5-g 18 864 18 528 10 066 (54%)
6-g 18 385 18 291 8 888 (49%)
7-g 17 782 17 761 7 599 (43%)
Train = 10 k
1-g 4 856 2 544 960 (38%)
2-g 14 402 12 708 5 990 (47%)
3-g 18 034 17 487 7 219 (41%)
4-g 18 988 18 865 6 413 (34%)
5-g 18 864 18 842 5 024 (27%)
6-g 18 385 18 379 3 719 (20%)
7-g 17 782 17 782 2 753 (15%)

sentences and those n-grams translations that can be generated
by proportional analogy. We also investigated the distribution of
phrase lengths used during decoding.

An analysis of the number of unique unseen n-grams in test
set is shown in Tables II and III. From the tables, it can be
seen that the percentage of the number of unique unseen n-grams
translations that are generated by proportional analogy varies. The
largest number of n-grams that can be produced by analogy are
2-g and 3-g in all cases for both language pairs.

Figure 2 shows the phrase lengths that are actually used during
the translation process in all baseline systems. From the graph it
can be seen that 50–80% of phrases are one-to-one translations.
Further inspection shows that more than 90% of the phrases used
in decoding are of length up to 3. In order to know how the
phrase length differs from the baseline by using analogy n-gram
pairs, we analyzed the distribution of phrases for all methods.
The graphs are shown in Figs 3 and 4. For German–English,
there is a slight difference in the distribution of phrase lengths
between the baseline and the method of using two phrase tables.
For Polish–English, the distributions are approximately the same.
In general, the majority of phrases used in decoding are up
to 3-g.
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Fig. 2. Distribution of phrases used during decoding (baseline
systems)
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Fig. 3. Distribution of phrases used during decoding (Ger-
man–English; Train=10 k)
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Fig. 4. Distribution of phrases used during decoding (Pol-
ish–English; Train=10 k)

In order to measure the effect of using different training data
sizes, we conducted experiments by increasing the training data
size from 50 000 lines to 300 000 lines. The training data are
extracted from the 350 k datasets. The development and test
datasets are the same as those used in Table I. Here, we con-
ducted experiments with the backoff model and the lengths of the
analogy n-gram pairs were limited to 3. The results of the exper-
iments are shown in Table IV. From the table, we can see that
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Table IV. Evaluation results

German-English Polish-English

BLEU NIST WER TER BLEU NIST WER TER

Train = 50 k Baseline 24.16 6.4166 55.98 60.82 28.61 6.8731 48.55 52.08
Backoff model (1-g) 24.10 6.4887 55.84 60.40 28.63 6.9185 48.35 51.83
Backoff model (2-g) 24.02 6.4792 55.96 60.37 28.67 6.9012 48.48 52.05
Backoff model (3-g) 23.95 6.4404 56.18 60.62 28.46 6.8372 48.85 52.43

Train = 100 k Baseline 24.55 6.4516 56.07 60.71 30.71 7.1021 47.00 50.52
Backoff model (1-g) 24.58 6.4542 56.25 60.87 30.74 7.0843 47.08 50.73
Backoff model (2-g) 24.64 6.5005 55.55 60.21 30.44 7.0802 47.01 50.59
Backoff model (3-g) 24.69 6.4971 55.87 60.41 30.56 7.0586 47.31 50.88

Train = 150 k Baseline 24.84 6.5104 55.62 60.01 31.38 7.2739 45.72 49.19
Backoff model (1-g) 24.63 6.5356 55.66 60.05 31.41 7.2916 45.18 48.80
Backoff model (2-g) 24.75 6.5377 55.68 60.06 31.29 7.2646 45.57 49.13
Backoff model (3-g) 24.67 6.5221 55.93 60.37 31.40 7.2597 45.46 49.04

Train = 200 k Baseline 24.96 6.4895 55.93 60.22 32.83 7.3624 45.05 48.63
Backoff model (1-g) 24.68 6.5032 56.03 60.45 33.00 7.3851 44.94 48.47
Backoff model (2-g) 24.43 6.4927 56.07 60.40 32.69 7.3730 45.08 48.55
Backoff model (3-g) 24.71 6.4526 56.54 60.88 32.83 7.3559 45.09 48.73

Train = 250 k Baseline 24.89 6.4325 56.93 61.18 33.43 7.4779 44.22 47.88
Backoff model (1-g) 24.74 6.5292 56.05 60.41 33.24 7.4684 44.37 47.93
Backoff model (2-g) 24.58 6.5191 56.05 60.43 33.27 7.4482 44.39 48.09
Backoff model (3-g) 24.67 6.5107 55.99 60.52 33.68 7.4595 44.50 48.14

Train = 300 k Baseline 25.06 6.4940 55.98 60.61 33.87 7.5469 43.85 47.17
Backoff model (1-g) 25.04 6.4809 56.27 60.70 33.72 7.5094 44.35 47.66
Backoff model (2-g) 24.81 6.4596 56.01 60.71 34.08 7.5011 44.28 47.66
Backoff model (3-g) 24.89 6.5114 56.01 60.61 33.88 7.5014 44.21 47.55

The numbers in boldface indicate that they are higher than the baseline.
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Fig. 5. BLEU scores for training data size range from 10 to 350 k
(German–English)

the experimental results of the two language pairs are different
from one another. For the language pair German–English, when
we look at four evaluation metrics, we can see that improvements
are obtained with a training data size of 100 k lines. As for the lan-
guage pair Polish–English, when using 50 k, 150 k, and 200 k lines
for training, we obtained improvements in four evaluation metrics.
We also compared the BLEU scores between baseline and backoff
model (1, 2, and 3 grams) and the training data size varies from 10
to 350 k lines. This is shown in Figs 5 and 6 for the language pair
German–English and Polish–English, respectively. Undoubtedly,
as the training data size increases, better evaluation results can be
obtained. As for the relations between analogy n-gram pairs and
training data size, it indicates that, for German–English, analogy
n-gram pairs are useful for training data of less than 100 k lines,
whereas for Polish–English they are useful for training data of
less than 200 k lines.
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Fig. 6. BLEU scores for training data size range from 10 to 350 k
(Polish–English)

As the experimental results show, analogy n-gram pairs are
useful for translation systems with a small amount of training
data. Since some language pairs do not have a large amount of
data for training, populating phrase tables by proportional analogy
can be rewarding for machine translation systems that are built for
less resourced language pairs. However, it may require more time
and more processing steps, as analogy n-gram pairs need to be
generated.

5. Conclusion

In this paper, we investigated and proposed a novel method
of applying the technique of proportional analogy on generating
unseen n-grams translations from phrase tables for statistical
machine translation systems. We conducted experiments on two
different sizes of datasets. The evaluation results revealed that
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populating phrase tables by proportional analogy is rewarding for
machine translation systems with a small amount of data.

Further inspections will be conducted in the future. We will
investigate the issue of fabricating new phrase pairs [2]. We will
also identify which phrases may benefit from additional data and
special processing [8]. Since the lexical weights of the analogy n-
gram pairs are not computed in a conventional way in this paper,
we would like to compare the effects on the translation quality by
using different calculations in the future.
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