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Abstract: Over the last decade, an increasing amount of work has been done to advance the phrase-based statistical
machine translation model in which the method of extracting phrase pairs consists of word alignment and phrase ex-
traction. In this paper, we show that, for Japanese-English and Chinese-English statistical machine translation systems,
this method is indeed missing potentially useful phrase pairs which could lead to better translation scores. These po-
tentially useful phrase pairs can be detected by looking at the segmentation traces after decoding. We choose to see
the problem of extracting potentially useful phrase pairs as a two-class classification problem: among all the possible
phrase pairs, distinguish the useful ones from the not-useful ones. As for any classification problem, the question is
to discover the relevant features which contribute the most. Extracting potentially useful phrase pairs resulted in a sta-
tistically significant improvement of 7.65 BLEU points in English-Chinese and 7.61 BLEU points in Chinese-English
experiments. A slight increase of 0.94 BLEU points and 0.4 BLEU points is also observed for English-Japanese system
and Japanese-English system, respectively.
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1. Introduction

Statistical machine translation has gained much attention in
both academic study and commercial usage for its advancement
in the field in recent years. Phrase-based statistical machine trans-
lation systems rely on parallel corpora for learning the translation
knowledge and translation rules, which are stored in the so-called
phrase table. The quality of the phrase table is crucial to the trans-
lation quality of machine translation systems. Thus, phrase table
is the fundamental and vital component in the translation process.
A phrase table consists of sequences of words in the source lan-
guage and sequences of words in the target language, as well as
feature scores showing how likely these two sequences are trans-
lations of each other. It is usually constructed in two steps: firstly,
generating source-to-target and target-to-source word alignments;
secondly, extracting bilingual phrase pairs from these alignments
through heuristic combination of both directions: this is the grow-
diag-final-and heuristic [1].

In Ref. [2], an investigation of the distribution of phrase lengths
that are actually used during the decoding process has been con-
ducted. An analysis shows that the majority of phrases used in
the translation are phrases of short length. In Ref. [3], an inves-
tigation over 10 European language pairs has been conducted to
confirm that the majority of phrase pairs used during decoding
are phrases with length less than two. The analysis shows that
the average percentage over 10 European language pairs is 84%.
Therefore, in this paper, we mainly focus on acquisition of bi-
gram pairs from training corpus. Here, bigram pairs consists of
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1-to-2, 2-to-1, and 2-to-2 alignments.
As it has been discussed in Refs. [4], [5] that phrase table gen-

erated by using the traditional method is not optimal to be used
in translation. In this paper, we propose a novel method to detect
and extract potential bigram pairs in the training corpus that are
not spotted by using the traditional method. To do this, we learn
from the decoder. We extract all bigram pairs actually used in de-
coding. We characterize these bigram pairs by computing several
features, so that it is possible to classify any new bigram pair as
being potentially useful or not according to similarity of features.
This reduces the problem of extracting potentially useful bigram
pairs among all possible bigram pairs to a classification problem.

The focus of this work is to acquire bigram pairs that are not
spotted by the traditional phrase extraction method to augment
phrase translation table, while at the same time, to improve the
translation quality. The merits of the proposed approach are as
follows. Firstly, our approach uses the same parallel corpus as
the one that is used for training the statistical machine translation
system, therefore, no additional corpora are required. Secondly,
we use the decoder as the annotator to label candidates in classi-
fication model. Thus, it is fully automatic.

The remainder of this paper is organized as follows. Section 2
reviews related works. In Section 3, we present the method to
extract potentially useful bigram pairs from the training corpus.
Section 4 and Section 5 describe the experimental settings and
present the evaluation results. Conclusion and future directions
are drawn in Section 6.

2. Related Work

In recent years, there are works that have been proposed to deal
with phrase tables in statistical machine translation systems. Re-
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search on trying to acquire additional data to increase translation
coverage have focused on introducing paraphrases, n-grams, and
multiword units.

In Ref. [6], paraphrases of unseen source phrases are incorpo-
rated into phrase tables by using bitexts. However, their method
is particularly pertinent to small corpus and out-of-vocabulary
words. Similar to the work presented in Refs. [6], [7] attempted to
augment the phrase table with paraphrases. They differ from the
previous work in that the paraphrases are derived from monolin-
gual corpus. They also mainly focused on solving the problem of
unknown words. In Ref. [8], a method is proposed to augment the
phrase tables with paraphrases that are derived from the training
parallel corpus. These three works attempted to integrate para-
phrases to improve translation coverage and solve the problem of
unknown words. Different from the works in Refs. [6], [7], we
propose a method to augment phrase tables that does not require
additional bilingual or monolingual corpora and our aim is be-
yond dealing only with unknown words. A method of enlarging
n-grams in phrase tables has been reported in Ref. [9], in which
“word packing” is used to obtain 1-to-n alignments based on co-
occurrence frequencies. Here, our work aim at obtaining not
only 1-to-n alignments but also n-to-m phrase pairs. In Ref. [10],
collocation segmentation is performed on bilingual corpus to ex-
tract n-to-m alignments, which are used to augment phrase tables.
However, their experimental results showed no difference in eval-
uation metric scores. Similar to this work, we also obtain n-to-m
phrase pairs from the training corpus to augment the phrase ta-
bles. However, we show that our work can achieve improvements
in the evaluation scores. Reference [11] proposed a strategy to
extract domain bilingual multiword expressions and investigated
three methods to integrate these multiword units to phrase tables.
It is shown that adding multiword units to an additional phrase
table and using multiple phrase tables in Moses can achieve the
most improvement among the three methods. Here, in this paper,
we also add newly extracted potentially useful bigram pairs to a
new additional phrase table. In Ref. [12], a hierarchical phrase
table combination method is proposed to deal with the data that
come from various domains.

The main difference between the above previous works and our
work is that we aim at learning from the decoder and seeing how
it chooses phrase pairs for translation. We rely on the evidence
given by decoder itself.

A number of works have been proposed to solve the problem
of alignment and phrase extraction, for example, Refs. [5], [13],
[14]. Reference [5] presented an approach to joint phrase align-
ment and extraction through a hierarchical model using nonpara-
metric Bayesian methods and inversion transduction grammars.
In Ref. [13], a general and extensible phrase extraction algorithm
is proposed. Reference [14] proposed a sampling-based align-
ment method to constitute phrase tables. These works are at-
tempting to propose new phrase extraction approaches which are
different from the traditional method [1].

Different from these works, we do not invent a new approach
that is different from the traditional method. Here we adopt a
humble stance on acquiring phrases which is based on the tradi-
tional method.

3. Classification and Production of New Bi-
gram Pairs

In this section, we present our proposed method to extract po-
tentially useful bigram pairs from training corpus by learning
from the decoder. We would like to stress that, by using this
method, we are producing new bigram pairs that are not spotted
by the traditional method. We also describe features that are used
for classification model.

3.1 The Method
The procedure consists of two stages: (1) learning the clas-

sification model; and (2) producing new bigram pairs. Before
presenting the two stages, here, we clarify the terminology that
we will use in the text. Since we learn from the decoder about
what phrases are actually used during translation, we will adopt
the term used and not-used in the first stage. In the second stage,
we are producing new phrases, thus we will adopt the term useful

and not-useful to indicate whether the newly generated phrases
are potentially useful or not. The detailed process of the method
is described as follows (see also Fig. 1):
(1) Learning the classification model.

In this stage, we look at the decoder and learn how it chooses
the phrase pairs for translation. We formalize this as a classifi-
cation problem, where a phrase pair is classified as either used

or not-used in the decoding process. To do this, we first extract
bigram pairs from a set of sentences in the source language and
translation output with the segmentation trace *1 in the target lan-
guage. In order to make sure that the target part of these extracted
bigram pairs are correct translations, they are searched in the cor-
responding reference sentences (in target language) for confirma-
tion. These extracted and confirmed bigram pairs are labeled as
used candidates. For such a used candidate, we then search in
the phrase table and find a not-used candidate i.e., a bigram pair
in the phrase table that is not used during decoding. There is
the case where multiple not-used candidates could be found for a
used candidate. In order to get an equal number of used and not-

used candidates (i.e., get an equal number of positive and negative
examples for training classification model), here, we sample and
output only one not-used candidate to match one used candidate.
Finally, we define and assign a set of features to the candidates.
Given a set of used and not-used candidates, as well as features,
the classification model is constructed.
(2) Producing new bigram pairs.

In this stage, we acquire new bigram pairs (i.e., 1-to-2, 2-to-1,
and 2-to-2 pairs). Firstly, a list of bigram pairs are extracted from
the training parallel corpus and features are assigned to them. For
each of these bigram pairs, the classification model is then em-
ployed to predict whether it is useful or not-useful. Those candi-
dates that are predicted as useful and are not found in the baseline
phrase translation table are added to augment the phrase trans-
lation table. Here, instead of adding the useful bigram pairs as
new entries to the baseline phrase translation table. we collect
these entries to form an additional phrase table. In the experi-

*1 Option -t in Moses. It reveals which phrases were used.
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Fig. 1 Flowchart for the extraction of potentially useful bigram pairs.

ments which are presented in Section 5.2, after obtaining the new
phrase table, we run the tuning process again to re-estimate the
weights.

3.2 An Example
Let us illustrate the method with an example.

(1) Considering the following source sentence, its translation out-
put with segmentation trace and the reference sentence:

source: therefore , the development of instructors and succes-
sors was a must .

translation: その ため |0-0| 、 開発 |1-3| の |4-4| 指導 者
|5-5| と 後継 者 |6-7| と さ れ た |8-10| 。

reference: その ため に 指導 者 ・ 後継 者 の 育成 が
必須 で あっ た 。

A bigram pair is firstly extracted according to the segmentation
trace:

instructors |||指導 者

The target part of this phrase pair is searched in the reference.
If it is found, we label it as used.

Then, we search for not-used candidate in the phrase transla-
tion table:

instructors |||指導
instructors |||指導 の

Given the same source part of phrase pairs as the used candi-
date, there are two candidates that are not used during decoding.
In order to get equal number of positive and negative examples
for training classification model, it is sampled and a candidate is
extracted and labeled as not-used:

instructors |||指導 の

Finally, a pair of candidates is obtained:

used: instructors |||指導 者
not-used: instructors |||指導 の

(2) Given the training parallel corpus:

source: it was designated a cultural property of the city of ky-
oto in april 1996 .

target: 1996 年 4 月 に 京都 市 の 文化財 に 指定 さ れ
て いる 。

The list of all possible bigram pairs (i.e., 1-to-2, 2-to-1, and
2-to-2 pairs) is extracted:

it ||| 1996 年
it was ||| 1996
it was ||| 1996 年
......

These pairs are assigned with features and predicted by using
the classification model. If a newly generated pair is predicted
as useful and it is not found in the baseline phrase table, such a
bigram pair will be added to augment the phrase table:

cultural property |||文化財
......

3.3 Features Used for Classification
We used a set of features for classification (see Table 3). These

features are categorized into global information features and local
information features.

For the global information features, we use measures that cap-
ture the degree of association of source phrase and target phrase.
Translation probabilities and lexical weights [1] (here, computed
without alignment) are used. In addition, in word alignment task,
the association measures have been proposed to rank and deter-
mine if bilingual word pairs are strongly associated with each
other. In this work, we use these association measures for global
information features: Dice coefficient [15], point-wise mutual in-
formation [16], log-likelihood ratio [17], [18], and Pearson’s chi-
square test [19], [20]. In order to calculate these association mea-
sures, two-by-two contingency tables of observed frequencies
and expected frequencies are constructed as shown in Tables 1
and 2. The cell n11 is the number of joint counts of the source and
target phrases in the parallel sentences. The cell n12 is the num-
ber of counts in which the source phrase occurs in the source part
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Table 1 Contingency table for observed frequencies.

Target phrase ¬Target phrase Total
Source phrase n11 n12 S 1

¬Source phrase n21 n22 S 2

Total T1 T2 N

Table 2 Contingency table for expected frequencies.

Target phrase ¬Target phrase Total

Source phrase m11 =
S 1×T1

N m12 =
S 1×T2

N S 1

¬Source phrase m21 =
T1×S 2

N m22 =
T2×S 2

N S 2

Total T1 T2 N

Fig. 2 Example of computation of translation probability of a phrase pair.

and the target phrase does not occur in the target part. The cell
n21 is the number of counts in which the target phrase occurs in
the target part and the source phrase does not occur in the source
part. The cell n22 is the number of counts in which neither the
source phrase or the target phrase occur in the parallel sentences.
N is the number of parallel sentences.

For the local information features, we use measures that cap-
ture the unithood and degree of association of each word in a
monolingual phrase. Language model [21] and generalized dice
coefficient [22] are used.
• Global information features

Translation probabilities:
Given the phrase pairs, the translation probability is esti-
mated by the relative frequency:

φ( f̄ |ē) =
count( f̄ , ē)
count(ē)

(1)

where count( f̄ , ē) is considered here as the number of times
that the source phrase f̄ and the target phrase ē are found to
co-occur in the same line of the corpus (see Fig. 2).
Lexical weights:
Given a phrase pair f̄ , ē, and a word alignment a between
the source word positions i = 1, . . . , n and the target word
positions j = 0, 1, . . . ,m, the lexical weight in Ref. [1] is
computed as:

pw( f̄ |ē, a) =
n∏

i=1

1
|{ j|(i, j) ∈ a}|

∑

∀(i, j)∈a
w( fi|e j) (2)

Here, we compute the score as the following equation and it
is computed without alignment (see Fig. 3):

pw( f̄ |ē) =
n∏

i=1

1
m

m∑

j=1

w( fi|e j) (3)

Dice Coefficient [15]:
The Dice coefficient measures how often two phrase pairs
co-occur in their respective sentences.

Dice(s, t) =
2 × n11

S 1 + T1
(4)

Fig. 3 Computation of lexical weights according to Eq. (2) (left) and Eq. (3)
(right).

Point-wise Mutual Information [16]:
This measure counts the co-occurrence frequency of phrase
pairs. It is considered as perhaps the most widely used mea-
sure in extraction of collocations [23].

PMI(s, t) = log2
n11

m11
(5)

Log-likelihood Ratio [17], [18]:
It is noted in Ref. [16] that the advantage of this measure
is that it takes into consideration of all the cases where the
phase pairs co-occur or do not co-occur in their respective
source and target lines of the corpus. It is also pointed out
in Ref. [23] that Log-likelihood Ratio is appropriate for the
case where the data are sparse.

LLR(s, t) =
∑

i, j

ni j log
ni jN

S iT j
(6)

Pearson’s Chi-square test [19], [20]:
This measure are usually used to test if two hypotheses co-
occur coincidentally. The higher the score, the more they are
dependent on each other [24].

χ2 =
∑

i, j

(ni j − mi j)2

mi j
(7)

• Local information features
Generalized Dice Coefficient [22]:
This measure computes the association of an arbitrary n-
gram and measures its cohesion.

GDC(T ) =
|T | × log10 f (T ) × f (T )∑

wi∈T f (wi)
(8)

where |T | is the length of the phrases in words in phrase T ,
f (T ) is the frequency of phrase T , and f (wi) is the frequency
of word wi.
Language model [21]:
Here, the SRILM toolkit [21] is used to build language mod-
els from the training data and the well-known Kneser-Ney
smoothing is used *2.

4. Experimental Setting

In this section, we present the experiments on two language
pairs in both directions: Chinese-English and Japanese-English.
We would like to stress that the bigram pairs comprise 1-to-2,
2-to-1, and 2-to-2 alignments.

*2 Here, we query the language model by using mosesdecoder/bin/
query in Moses.
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Table 3 Summary and characterization of features.

Monolingual Bilingual
One-directional Two-directional

Language model 2
Generalized Dice Coefficient 2
Translation probabilities 2
Lexical weights 2
Dice Coefficient 1
Point-wise Mutual Information 1
Log-likelihood Ratio 1
Pearson’s Chi-square test 1

Table 4 Statistics on the datasets (M = million).

Japanese English Chinese English
train sentences 300,000 300,000

tokens 5.13M 5.40M 7.78M 8.38M
types 90,593 129,934 66,078 55,674

dev. sentences 500 500
tokens 14,433 13,986 16,653 18,749
types 3,038 2,790 1,731 1,966

test sentences 1,000 1,000
tokens 22,339 22,781 31,122 34,729
types 4,212 3,918 2,353 2,786

for sentences 1,000 1,000
classification tokens 15,932 15,897 32,469 35,690

types 2,653 2,784 2,467 2,819

4.1 Experimental Setup
Standard statistical machine translation systems were built by

using the conventional pipeline: the Moses toolkit [25], MERT
(Minimum Error Rate Training) [26] to tune the parameters,
the SRI Language Modeling (SRILM) toolkit [21] to build a 5-
gram target language model with Kneser-Ney smoothing, and
GIZA++ [27] to generate word alignment. The maximum length
of phrase pairs in phrase tables is set to 7 (the default phrase
length in Moses). The distortion limit is 6. For the evaluation
of translations, four standard automatic evaluation metrics were
used: BLEU [28], NIST [29], WER [30], and TER [31].

To construct a classification model, we use Support Vector Ma-
chine (SVM). In this work, we used LIBSVM [32]. The radial
basis function kernel and 5-fold cross-validation are used.

4.2 Experimental Dataset
For the Chinese-English task, the train, development, and test

sets were extracted from the MultiUN corpus [33]. The Stan-
ford Chinese Word Segmenter [34] is used to segment the Chinese
sentences. For the Japanese-English task, we used a sample ex-
tracted from the KFTT data [35]. For both Chinese-English and
Japanese-English tasks, we used a training set of 300,000 sen-
tences. The development sets contain 500 sentences, and 1,000
sentences are used for test sets. A detailed description of the
datasets is given in Table 4. We also used an additional 1,000
sentences from the above corpora of the same domain to build a
classification model. We would like to stress that these sentences
are different from the datasets (i.e., train, dev., and test data) that
are used in machine translation tasks.

5. Experimental Results

In this section, we present the evaluation results of two exper-
iments. In the first experiment, we evaluate the performance of
classifier on predicting the bigram pairs. In the second experi-

Table 5 The data for classification test. P is the number of positive candi-
dates. N is the number of negative candidates.

Train Test
Japanese-English 1,400 (P: 700; N: 700) 200 (P: 100; N: 100)
English-Japanese 1,400 (P: 700; N: 700) 200 (P: 100; N: 100)
Chinese-English 980 (P: 490; N: 490) 200 (P: 100; N: 100)
English-Chinese 1,100 (P: 550; N: 550) 200 (P: 100; N: 100)

Table 6 Accuracy of the classifier on the test sets for individual features and
feature combination.

Ja-En En-Ja Zh-En En-Zh
Prob. 86.5% 78.0% 72.5% 68.5%
LW 81.5% 79.5% 68.0% 70.5%
Dice 63.5% 69.0% 65.5% 72.0%
PMI 47.5% 59.5% 62.5% 67.5%
LLR 75.0% 75.0% 71.0% 79.5%
χ2 67.0% 67.0% 68.0% 78.0%
GDC 74.0% 72.5% 76.0% 69.5%
LM 74.0% 71.5% 61.5% 62.0%
All 91.0% 88.0% 88.5% 88.5%

ment, the performance of spotting potential bigram pairs to aug-
ment phrase translation tables in machine translation systems is
evaluated.

5.1 Classification Test
In this experiment, we extracted bigram pairs from a set of

1,000 parallel sentences (see Table 4) (i.e., source sentences and
their translation output with segmentation trace). These bigram
pairs are sampled and splitted into train and test sets for experi-
ment (see Table 5). It should be noted that the number of can-
didates for training are different for the systems of different lan-
guage pairs. This is because that, by looking at the segmenta-
tion trace, the length of translation unit and choice of translation
phrases are different for each language pair. All the datasets con-
tain an equal number of positive and negative candidates. We
used the built-in accuracy measure of LIBSVM to evaluate the
performance of classifier on the test set:

accuracy =
Ctp +Ctn

C
(9)

where Ctp is the counts of true-positive and Ctn is the counts of
true-negative. C is the total counts of candidates.

The evaluation results are shown in Table 6. From the ta-
ble we can see that the translation probabilities (Prob.) and lexi-
cal weights (LW) features are the most efficient among all fea-
tures for Japanese-English and English-Japanese tasks. How-
ever, this is not so much the case for the language pair Chinese-
English. The most informative features that are observed for
Chinese-English and English-Chinese are generalized dice coeffi-
cient (GDC) and log-likelihood ratio (LLR). By using a combina-
tion of all features, the best performance is shown for Japanese-
English, where an accuracy of 91% is observed. For the other
tasks, the accuracy ranges from 88.0% to 88.5%. The results have
shown that using all the features allowed us to achieve the best
performance.

5.2 Machine Translation Test
In this experiment, we evaluate the proposed method in statisti-

cal machine translation tasks. The evaluation results are shown in
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Fig. 4 Distribution of phrases used during decoding, length = 2.

Fig. 5 Distribution of phrases used during decoding, length = 2.

Table 7 Evaluation results (BL: baseline; 2-g: potentially useful bigram
pairs) (training data: 300,000 lines).

BLEU NIST WER TER
Japanese-English BL 18.54 5.7621 0.6624 0.6943

BL + 2-g 18.94 5.7711 0.6757 0.7005
English-Japanese BL 20.50 5.5471 0.7402 0.7450

BL + 2-g 21.44 5.6935 0.7238 0.7196
Chinese-English BL 21.36 5.0683 0.6355 0.6855

BL + 2-g 28.97 6.1215 0.5710 0.6163
English-Chinese BL 18.51 5.0897 0.6585 0.7306

BL + 2-g 26.16 6.2701 0.6165 0.6461

Table 7. Significant improvements are achieved for the Chinese-
English and English-Chinese systems, in which an increase of
7.61 and 7.65 BLEU point are observed respectively. For the
English-Japanese task, by comparing with the baseline, the pro-
posed approach outperforms in all four evaluation metrics with an
increase of 0.94 in BLEU points. For the Japanese-English task,
extending potential bigram pairs to phrase translation table leads
to improvement in BLEU and NIST scores, however, decreases
are observed for the metrics WER and TER.

We analyzed the distribution of phrases used during decoding
for the baseline systems and the systems with potentially useful

bigram pairs (see Figs. 4 and 5). In order to examine the effect
of the proposed method, here we only show the distribution of
phrases in which their lengths are less than two. From the figures,
it can be seen that, by comparing with the baseline, the more po-

tentially useful bigram pairs (i.e., 1-to-2, 2-to-1, and 2-to-2 pairs)
are used during decoding, the larger the improvements in evalu-
ation scores are observed for the systems with potentially useful

bigram pairs. The greatest increase in the number of bigram pairs
is observed for the language pair Chinese-English, where the per-
centage increases from 9.51%, 4.21%, 1.43% to 27.46%, 25.17%,
8.30% for 1-to-2, 2-to-1, and 2-to-2, respectively. In total, an in-
crease of 46.56% is observed for these pairs. This shows that
the addition of potentially useful bigram pairs is beneficial to this
machine translation system.

In Figs. 6 and 7, the full distribution of phrases with length
less than seven are shown. From the figures, we can see that
the distributions of phrases between two language pairs, that
is, Japanese-English and Chinese-English, are different. In the
baseline systems, the percentage of phrases of length one and
two are 73.88% and 81.98% for Japanese-English and English-
Japanese, respectively. The number of phrases of length three
represents 14.56% and 11.50%. In the baseline Chinese-English
and English-Chinese systems, the percentage of phrases of length
one and two are 97.74% and 89.07%. The percentage of phrases
of length three are 1.51% and 4.96%, respectively. Here, we can
see that there is a big difference in the number of phrases of length
three between two language pairs. There are more phrases of
length three are employed in translation of Japanese than Chi-
nese sentences (see also Figs. 8 and 9). This may explain the
difference of the impact of the method in BLEU scores between
two language pairs, i.e., Chinese-English and Japanese-English,
since we mainly focused on acquisition of bigram pairs in this
work.

We also analyzed how many the newly generated potentially
useful bigram pairs are used in translation. This is shown in Ta-
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Fig. 6 Distribution of source phrases used during decoding by length 7. Japanese-English is on the left
and the source is Japanese. English-Japanese is on the right and the source is English.

Fig. 7 Distribution of source phrases used during decoding by length 7. Chinese-English is on the left
and the source is Chinese. English-Chinese is on the right and the source is English.

Table 8 Analysis of number of phrase pairs used in translations that come
from the newly generated entries (BL + 2-g).

Phrases From New Percentage
Japanese-English total 11,790 317 2.69%

1-to-2 900 206 22.89%
2-to-1 1,398 76 5.44%
2-to-2 1,582 35 2.21%

English-Japanese total 12,960 390 3.01%
1-to-2 929 104 11.19%
2-to-1 2,396 222 9.27%
2-to-2 1,355 64 4.72%

Chinese-English total 21,260 10,605 49.88%
1-to-2 5,838 4,671 80.01%
2-to-1 5,351 4,397 82.17%
2-to-2 1,765 1,537 87.08%

English-Chinese total 21,455 6,628 30.89%
1-to-2 2,714 1,796 66.18%
2-to-1 4,721 3,193 67.63%
2-to-2 2,225 1,639 73.66%

ble 8 (see Table 9 for examples). From the table, we can see that
only a small number of newly generated bigram pairs are used in
translations in Japanese-English and English-Japanese systems.
The percentage is 2.69% and 3.01%. This may be the reason for
a slight increase in BLEU scores for these machine translation
systems. As for Chinese-English and English-Chinese systems,
there are 49.88% and 30.89% of the bigram pairs that are used
in translation are coming from the newly generated entries. This

Table 9 Examples of newly generated bigram pairs which were used in
translations.

New bigram pairs
Japanese-English

English-Japanese

Chinese-English

English-Chinese

shows that the proposed method is indeed producing new bigram
pairs which contribute to the significant improvement in transla-
tion results for Chinese-English and English-Chinese systems.

In addition, we experimented on increasing the data size. For
the Chinese-English tasks, we increased the number of sentences
for training from 300,000 to 400,000. The number of sentences
for development, test and classification are the same. The evalua-
tion results are shown in Table 10. From the table we can see that
a significant improvement is also achieved. An improvement of
6.18 and 5.4 BLEU points are observed for Chinese-English and
English-Chinese tasks.
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Fig. 8 Distribution of target phrases used during decoding by length 7. Japanese-English is on the left
and the target is English. English-Japanese is on the right and the target is Japanese.

Fig. 9 Distribution of target phrases used during decoding by length 7. Chinese-English is on the left and
the target is English. English-Chinese is on the right and the target is Chinese.

Table 10 Evaluation results (BL: baseline; 2-g: potentially useful bigram
pairs) (training data: 400,000 lines).

BLEU NIST WER TER
Chinese-English BL 23.81 5.3614 0.6051 0.6693

BL + 2-g 29.99 6.2938 0.5547 0.6064
English-Chinese BL 20.36 5.2889 0.6345 0.7143

BL + 2-g 25.76 6.2594 0.6070 0.6436

6. Conclusion

In this paper, we proposed a novel method to extract potentially
useful phrase pairs that are not output by the traditional phrase
extraction heuristic to augment the phrase table. We extracted
potentially useful bigram pairs from the training corpus, which is
approached as a classification problem. A set of features is de-
fined to capture the bilingual association of the source and target
phrases, as well as the monolingual association between words in
each language. Experiments were conducted to assess the perfor-
mance of the proposed method. A statistically significant increase
of 7.65 and 7.61 BLEU points were achieved in the English-
Chinese and Chinese-English tasks, respectively. A slight im-
provement of 0.94 and 0.4 BLEU points for the Japanese-English
and English-Japanese was also observed.

We believe that this approach can be extended and further im-
proved in a number of ways. In this paper, we only considered
bigram pairs. The extension to longer n-grams (e.g., trigrams,

tetragrams) should be inquired. The inclusion of more features
for classification should also be inquired, such as C-value [36].
Since all possible bigram pairs from the source and the target sen-
tences are considered for classification, the result of extraction is
still noisy. The reduction of noise should be investigated. We will
also experiment on setting a threshold according to the distance
from the hyper plane.
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