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Bilingual parallel corpora are an essential resource in machine translation (MT). There
already exist freely available corpora for European languages, but almost none between
Chinese and Japanese. We propose to construct a free Chinese-Japanese quasi-parallel
corpus by using analogical associations based on linguistic examples collected from the
Web. We first over-generate new candidate sentences by analogy. Then we filter them by
attested N-sequences and obtain new sentences at least 99% correct on the grammatical
level. We then deduce translation relations across languages based on similarity compu-
tation and obtain thousands of quasi-parallel Chinese-Japanese sentence pairs with their
associated similarity scores from several tens of thousands sentences.

Keywords: Quasi-parallel Corpus; Analogies; Clustering; Machine Translation.

1. Introduction

Recent corpus-based approaches to statistical or example-based machine translation
make use of large amounts of aligned sentences as training data. There already exist
freely and easily available corpora for European languages, such as the Europarl
parallel corpus!' which is a collection of parallel text in 11 offical languages of the
European Parliament, or the DGT-TM, a freely available translation memory in
22 languages?, but almost none between Chinese and Japanese publicly available
parallel corpora for the development of language technology.

Some research institutions have tried to construct Chinese-Japanese bilingual
parallel corpora, e.g., NICT (National Institute of Information and Communica-
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tions Technology, Japan.), Kyoto U. (Kyoto University, Japan.) and HIT (Harbin
Institute of Technology, China.).

(i) NICT created a Japanese-Chinese corpus of 38,383 sentences by selecting
Japanese sentences from the Mainichi Newspaper and translating them manually
into Chinese. They then annotated the corpus with morphological and syntactic
structures and alignments at word and phrase levels3.

(ii) Kurohashi-Kawahara Lab® in Kyoto U. created the Japanese-English-Chinese
(JEC) Basic Sentence Data based on the Japanese Basic Sentence Data, au-
tomatically extracted from the Kyoto University Case Frame data. Their data
contain manually modified 5,304 short sentences, and then manually translated
data from Japanese into English and Chinese as a NICT MASTAR Project in
Multilingual Translation Laboratory®.

(iii) HIT, constructed the Olympic Oriented Chinese-English-Japanese Trilingual
Corpus* from a Chinese-English parallel corpus collection by adding Japanese
translations, for the development of Natural Language Processing (NLP) for
Beijing 2008 Olympic Games in multi-domain. The resource consists of 54,043
sentences pairs.

Such corpora are all translated from one language into another language man-
ually. None of them has been constructed automatically. Except for the JEC Basic
Sentence Data, all the rest is not publicly or freely available, due to copyright
problems. These parallel corpora are small in comparison to the above-mentioned
multilingual corpora in European languages.

The constitution of large collections of aligned sentences is a problem for less
documented language pairs. But, it is to be noticed that a less documented language
pair may involve two well-documented languages, as is the case for the languages
we address here: Chinese and Japanese.

Recognizing associations between words or sentences is an important task in
Natural Language Processing (NLP). Recently, a number of works in NLP make
use of corpus-based analogical techniques. Lepage and Denoual® (2005) use propor-
tional analogies to translate sentences for machine translation; Turney and Littman®
(2005) show the use of different machine techniques to answer SAT tests (analogical
puzzles on words); Stroppa and Yvon” (2005) show the application of analogy in
morphological analysis, they reported state-of-the-art results for three languages;
Lavallée and Langlais® (2009) also work on morphology acquisition, they show their
attempts in designing practical systems based on the analogical principle. In all
these works, associations are obtained using analogical relations [hand : glove ::
foot : shoe] or [to create : creator :: to translate : translator] or for sentences

@Kurohashi-Kawahara Lab: http://nlp.ist.i.kyoto-u.ac.jp
PMultilingual Translation Laboratory: http://www.nict.go.jp/en/univ-com/multi_trans/
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you  go

D lik - D to D like clas-
o you like mu- Do you go to, Doyoulikeclas- =, . .

sic? concerts? sical music?
certs?

In this paper, we propose to construct a quasi-parallel Chinese-Japanese cor-
pus by making use of such analogical associations based on Chinese and Japanese
linguistic resources collected from the Web using an in-house Web-crawler. A “quasi-
parallel corpus” is different from a parallel corpus in that it contains sentences that
are nearly the exact translation to each other. To characterize the degree of trans-
lation, similarity scores between the sentences are provided for each sentence pair.

We propose to cluster large amounts of Chinese and Japanese short sentences
using analogical associations. Such clusters can be considered as rewriting models
that can generate new sentences. For filtering over-generated sentences and en-
force fluency of expression and adequacy of meaning, we use attested N-sequences
method. We also compute the similarity between the clusters across languages us-
ing a classical Dice formula. Based on the similarity between the clusters across
languages, and the similarity between sentences used for new sentences generation,
we can deduce translation relations between newly generated sentences. The set of
such newly created sentences, with their translation scores, will constitute a quasi-
parallel Chinese-Japanese corpus without copyright problems, as all the sentences
contained will have been created by our programs.

2. The Chinese and Japanese Linguistic Resources Used

For our experiments, we use sentences of less than 30 characters in size. These
sentences have been collected from the Web using an in-house Web-crawler. The
use of the Web should ensure that our data is made of natural sentences. The
main websites from which we collected monolingual sentences are “Yahoo China®”,
“Yahoo China Newsd”, “douban®” for Chinese and “Yahoo! JAPAN!”  “Mainichi
Japan®”, “Rakuten Japan®” for Japanese. We cleaned up these data by filtering
out any sentence containing undesirable characters or symbols. For Chinese data,
we retained sentences that contain only simplified Chinese characters. Figure 1
illustrates the increasing tendency and the number of collected (raw) and retained
(after filtering) Chinese and Japanese short sentences in one year from month to
month.

Table 1 shows the statistics about these collected-filtered Chinese and Japanese
short sentences. About half (52%) of the Chinese sentences and more than half
(60.6%) of Japanese short sentences are kept after filtering. Table 2 shows samples

“Yahoo China: http://cn.yahoo.com

dYahoo China News: http://news.cn.yahoo.com
€douban: http://www.douban.com

fYahoo! JAPAN: http://yahoo.co. jp

2Mainichi Japan: http://mainichi. jp

hRakuten Japan: http://www.rakuten.co. jp
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Fig. 1. Statistics about Chinese and Japanese raw-filtered short sentences collected from the Web
in one year.

of raw-filtered sentences encountered in sentences filtering processing. The quality
of these kept short sentences has been estimated by hand and is at least 98% correct
sentences (p-value = 0.02).

Table 1. Statistics on the filtered Chinese and Japanese monolingual short sentences.

# of # of
different different

sentences sentences
(collected) | (filtered) mean =+  std.dev.

Chinese | 623,929 | 325815 1129 =+  7.24 3,609,708 2,445,764
Japanese | 715432 | 433292 1606 +  7.43 7,053,924 4,116,804

size of sentences # of # of
in characters characters words

We also collected and processed some Chinese-Japanese parallel data, as a part
of our experimental data for assessment purposes:

e the JEC Basic Sentence Data (Kyoto U. and NICT, 2011) with 5,304 Chinese-
Japanese sentence pairs.

o Chinese-Japanese Learning Corpus: from “H &2 M7 and “JF{LII”, we ob-
tained about 15,302 Chinese-Japanese parallel sentences after processing.

The total number of these Chinese-Japanese parallel corpora in lines is 20,606,
including 16,259 different sentences for Chinese and 20,079 different sentences for
Japanese. Table 3 gives the statistics on these Chinese-Japanese parallel sentences.
Table 4 shows some samples of these parallel sentences. As an ideal configuration,
here we suppose the similarity between each sentence pair is 1.000.

TH#E2>]M (Japanese Learning net): http://jp.tingroom.com
JPYLM (HuJiang): http://www.hujiang.com
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Table 2. Samples of raw-filtered sentences encountered in sentences filtering processing. The filtered
out sentences are struck through in the table.

Raw-Filtered Sentences

1&\?—'5\ E@@Eb ‘i,% l:-E E[_JI:E{ %gx(q; E
PNGRIANIES 3 TERIRIFI T

% Al

R — R B

Chinese

05H115
/TR 625

b < TR AndE,

20024 [V L ¥ 3| TUEBHZZHL TLE=—,
20084FIC A —T >

W7 7> 92— P

BRiH RS . BICFIARE R T .

Japanese

Table 3. Statistics on the Chinese-Japanese parallel corpora.

# of

Language | different s1.ze of sentences # of # of
in characters characters | words
sentences
mean =+  std.dev.

JEC Chinese 5,299 12.31 =+ 4.40 65,219 43,761
Japanese 5,304 16.29 =+ 5.38 86,409 53,654

N Chinese 10,960 11.32 =+ 4.46 125,862 86,997

B A2 ST ’ ’ ’

Hia M Japanese 14,775 17.22 =+ 8.31 254,650 137,070

Table 4. Samples of Chinese-Japanese parallel corpus with their translation similarity score.

Chinese \ Japanese | Sim

FARLL FH 3 R R AW AR o I AA ZICEHF NS T A THOANFREES . | 1.000

6EFLR 2 LELR>) T EHR - 6 LD HoMEZL XL 7= 1.000

DUBS SRR B - HEROEREZENE L 5. 1.000

SRR AT B Y ZEEST - LR E L 2 ) AT & 1.000

ORI IE], 7R 2B 3 B T 5% Bika . BRI Y v =ic 1000
SREMEFRA EHFHHID, ’

PRT BRI, REMBEERS . | RERLIIcY —e AR ZW2E X T, 1.000

3. Building Analogical Clusters

3.1. Proportional analogies

Proportional analogies establish a general relationship between four objects, A, B,
C and D. An analogy A : B :: C': D states that ‘A is to B as C is to D’. Previous
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research by Lepage (1998) in Ref. 5 proposes an efficient algorithm for the resolution
of analogical equations. The algorithm is based on the following formalisation of
analogies, basically, in terms of similarity. More precisely, the formalization bases on
counting numbers of occurrences of characters and the computing of edit distances
between strings of characters. It is given by Formula (1).

|Ala = [Bla = |Cla = |Dla,Va
A:B:C:D= d(A,B)=4d(C,D) (1)
d(A,C) = d(B,D)

where |A|, stands for the number of occurrences of character a in string A and
d (A, B) stands for the edit distance between strings A and B with only insertion
and deletion as edit operations. As B and C' may be exchanged in an analogy, the
constraint on edit distance has also to be verified for A : C' :: B : D, i.e., d(A,C)
= d(B,D). A very efficient and fast way to compute the distance between two
sentences seen as strings of characters is to compute their similarity using the fast
bit string algorithm described by Allison and Dix (1986) in Ref. 6 and then derive
the value of the canonical distance: d (4, B) = |A| + |B| — 2 x s (A4, B).

In our research, we extract pairs of sentences that follow the above formula for
proportional analogies. For instance, the two following pairs of Japanese sentences
are said to form an analogy:

DA SLITAEY =L bhffla Shliie—iL
7=\, HFETT N T, CETT N

I'd like a black Do  you like . _,, . Do you like
tea. " black tea? ¢ Id like a beer. beer?

Because the relational similarity between the sentence pair on the left side of
‘7 is the same as between the sentence pair on the right side, we call any such two
pairs of sentences sentential analogies (English part is translation of the example in
Japanese).

When several sentential analogies involve the same pairs of sentences, they form
a series of analogous sentences, and they can be written on a line like in:

PuUrEE L BB, Hhrd
ALAD AR DHE e T B Y A
Al F T F TETT TNt E T

h. ’ h. ’ EROS

) Do you . .
’ ’ rd lik D
I'd like @t black - I'd like a Do  you tke a Do  you

black tea. " beer. " like beer? = juice. " like juice?
tea?



Translation Relations between Short Sentences Using Analogical Associations 7

More conveniently, they can also be written on a sequence of several lines like:

ALADEATZ PR & T b
2 =L kAT, LTI — L DR T,

Pa—AnRAz. BB 2 = AN I TN

Such a sequence of lines, where each line contains one sentence pair and where
any two pairs of sentences form a sentential analogy, we shall call a analogical
cluster. This is the case in the example above where all the three possible sentential
analogies listed below hold:

PR LA e PR
AT THT S E N e
- ER - aTI
» T I
7—’ — (;
ﬁl%bf@m,;ﬁ;;ggyl—w,zwl—x
AL N TRAV. AR T
e, "
» T I
e -
= bfﬁm.ijwﬁfg..“/“1—7\73“.@“/“1—7\
A=\, X, A=\, & TF

b

To repeat in slightly different terms, using our formula definition of analogy, a
cluster is a series of pairs of analogous sentences written over several lines, and any
two pairs of analogous sentences form a sentential analogy. We call the size of a
cluster the number of sentential pairs.

3.2. FEzxperiments in clustering short sentences in Chinese and
Japanese

We performed experiments based on proportional analogy with Chinese and
Japanese monolingual data respectively. The number of lines of unique sentences
used is 47,674 for Chinese and 95,130 for Japanese (including 16,259 Chinese unique
sentences and 20,079 Japanese unique sentences of 20,606 Chinese-Japanese parallel
sentences) from the collected data after filtering. Table 5 summarizes some statistics
on the clusters produced on a machine with a 11.8Gb memory and 3.2GHz proces-
sor in a little bit more than 5 hours for Chinese and and 21 hours for Japanese. The
clustering process built 28,455 Chinese clusters (37,185 for Japanese; in the sequel
the figures in parentheses are for Japanese), which 2,893 (8,445) contain only two
pairs of sentences (called small clusters). The remaining 25,562 (28,740) clusters
contain more than 3 pairs of sentences (called large clusters). The larger a cluster,
the more productive it is. Figure 2 (upper graphs) plots the number of analogous
sentence pairs produced in clusters against the number of these clusters. We gave
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an identifier to each cluster with a natural number. This identifier is its rank in the
ordering by decreasing size (as shown in lower graphs of Figure 2).

number of sentence pairs in cluster

number of sentence pairs in cluster

100 ¥

100 |

Table 5. Statistics on the Chinese and Japanese clusters production.

Chinese | Japanese
# of different sentences (1) 47,674 95,130
# of clusters (ii) 28,455 37,185
# of small clusters 2,893 8,445
# of large clusters 25,562 28,740
Time spent (h) 5.37 21.34
# of different sentences involoved (iii) 11,517 9,374
average # of clusters per sentence | (ii)/(i) 0.60 0.39
(all sentences)
average # of clusters per sentence | (ii)/(iii) 2.48 3.61
(involved only)
& 100% 1
: ERE
1l A ',
T 'é H oo,
T, 8 P
el E 10 o,
. 3 -
" € "
1‘0 1;)0 1(;00 10;}00 100000 ! 1‘0 1‘00 10‘00 10‘000 100000
number of clusters for Chinese (log scale) number of clusters for Japanese (log scale)
R T
g
£ 10 -
— —
— g —
10 100 1000 10000 100000 ! 10 100 1000 10000 100000

cluster No. in ranking for Chinese (log scale)

cluster No. in ranking for Japanese (log scale)

Fig. 2. Statistics on the number of analogous sentence pairs produced in clusters against the
number of these clusters for Chinese (on the left) and Japanese (on the right) respectively (upper
graphs), the other two graphs (lower graphs) shows the identifier assigned to a cluster will be a
rank in the ordering by size for clusters. The lower the number the higher the ranking.
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We give some examples of the clusters we constructed. The sentence pairs where
on the left and right are not necessarily the paraphrases, i.e., in the similar meaning
to each other. Because different clusters illustrate different linguistic or semantic fea-
tures, the same sentence may appear in different clusters. For instance, the Japanese
sentence KGEHHAVY L £ 9. /kaizen onegai shimasu/ ‘Improve it, please.” appears
on the right in the cluster in Table 6 (indicated with a ‘A’). The linguistic interpre-
tation of this cluster is that the noun & /kentou/ ‘investigate’ is exchanged with
03 /kaizen/ ‘improve’ in similar situational and structural contexts in different
meaning. The same sentence also appears in the cluster in Table 7. This cluster
shows the insertion of the degree adverbial “& % L <” /yoroshiku/. In terms of
linguistic feature, it lies between a neutral and a more polite form of expression.

We also found that the position of the changes in a cluster is not necessarily
exactly the same. As shown in Table 8, obviously the position of insertion of the
Chinese adverbial “JE%” /feichdng/ ‘very much’ in sentence pairs 1, 2, 4 is different
from the sentence pairs observed in 3, and 5.

From the point of view of the size of the clusters, the largest cluster for Chinese
in our experiment contains 240 pairs of sentences. The interpretation of this cluster
is the insertion of the Chinese degree adverbial 1R /hén/ ‘very’. It is similar to the
clusters we give in Table 8. The largest cluster for Japanese contains 192 pairs of
sentences. This cluster exhibits similar phenomena as the cluster shown in Table 7.
It lies between a neutral and a more polite form of speaking or expresses a solemn
decision by adding a auxiliary verb T3 /desu/.

The next largest and the third largest clusters for Chinese contain 125 and 121
sentence pairs respectively, they both show the insertion model of Chinese word
] /de/. They were separated into two clusters due to the difference of distances
between the pairs of sentences on the left and right, they also reflect different linguis-
tic phenomena. The next largest cluster (the distance is 5) shows subject-predicate
phrase change to nominal endocentric phrase (Table 9). The third largest clusters
(the distance is 1) reflect some kinds of usage of the word H: (1) make a word or
phrase into an adjective; (2) change a word or phrase into a demonstrative pronoun;
(3) express the relationship between words (4) as the auxiliary word, that in the
end of the sentence to strengthen a affirmative tone. All these usages are shown in
Table 10.

A manual inspection of the other larger Japanese clusters obtained shows that
the clusters illustrate a range of linguistic phenomena:

(i) Orthographical variations, mainly for Japanese with writing in kanji vs kana

(e.g., (ja) &\ /kudasai/ vs <723\ /kudasai/, they both mean ‘please’.);

(i) Exchange of place names, people names etc. (e.g., (ja) FKH /Akita/ and fEE
/Fukusima/.);

(iii) Some clusters contain dozens of pairs of sentences that illustrate the exchange

of digits (e.g., (ja) 818 H4: £ /hachi gatsu jyuhachi nichi umare/ ‘Born on

August 18th.” and 8 H28 H’E £M /hachi gatsu nijyuhachi nichi umare/ ‘Born
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Table 6. A Japanese cluster (identifier 3807) that illustrates the substitution of the verb “fz}”
/kentou/ ‘investigate’ with “t{i%” /kaizen/ ‘improve’.

a9, : BCERIV £ 9.
MEtZ B L X7, : AUEZBHWL X7
Witk 5L < Bhahrwl £9. D WEEA LBV ET.
FEt k5 L < BV L 9. D BEEALLSBWL ET.
ThRET < 723, : JoE 23,

MEt s L £7 . : BEBRWL 9.

Table 7. A Japanese cluster (identifier 7441) that illustrates the possible insertion of the adverbial
“X 3L <” /yoroshiku/.

AUGEBRAWL 9. : WELSLLSBHWL £9.
HIBEE B L £9. @ HIHFE XA LI BHWL £79.
BIHZ BV £9. o FIHZXBLLKBHWL X7,
CHERBHINL 9. 2 THERXALLKBEWL ET.

Pldrgy

Table 8. A Chinese cluster (identifier 515) that illustrates the insertion of the adverbial “JE%#
/feichdng/ ‘very much’.

BIEE . BREEE
MERAREE - FORIEW A
ERHEE - ERESBEE
BZTEX . ZTEFEX
EERE - FFERRH

Table 9. A Chinese cluster (identifier 3) that illustrates the insertion of the word “f%J” /de/, shows
the subject-predicate phrase change to nominal endocentric phrase.

HEER o EefEE
FRARIFET  © ARIFITAIER
WEEH . ABNRE

BEAEREE o AEE RN
TEWR 0 WRETE
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Table 10. A Chinese cluster (identifier 3) that illustrates the insertion of the word “f"J” /de/ reflect
different linguistic phenomenas.

EEE . EERE (1)
wEE . BEBN ()
i . HEim (2)
wEH . EEmE (2)
s . MEEE (3)
WEEGE . BIBIRGERN (4

on August 28th.’.).

(iv) Change of attributive or adverbial to other expressions (e.g., (ja) change ad-
verbial itfl /chou/ to & T% /totemo/, they both mean ‘very much’.);

(v) etc.

4. Generation of New Sentences by Using Analogical Associations
4.1. Generation of new sentences

We now show how to generate new sentences based on analogical relations. Following
insights by Saussure in Ref. 7 we use analogy as a synchronic operation by which,
given two related forms and only one form, the fourth missing form is coined.
Applied on sentences, this principle can be illustrated as follows:

RN A=V, - SRR I TT D, o E— Lk, o
= = IRFIIEC—LDHEITTH.

If the objects A, B, C are given, we may obtain another unknown object D
according to the analogical equation A : B :: C': D. In this example, the solution
of the analogical equation is D = “d» X 7213 — L ¥ & T3 h>. 7 (Do you like
beer?). If we regard each sentence pair in a cluster as a pair A : B (left to right or
right to left), and any short sentence not belonging to the cluster as the object C,
the analogical equation A : B :: C': D of unknown D can be forged. Such analogical
equation allows us to produce new candidate sentences by solving it.

4.2. Experiments on new sentences generation and filtering

For the experiment, we make use of the clusters we constructed in section 3.2 as
rewriting models, the seed sentences as the input data for new sentences genera-
tion are the unique Chinese and Japanese short sentences from the 20,606 parallel
sentences.

In this experiment, we generated new sentences with each pair of sentences in
clusters for Chinese and Japanese respectively. It should be said that there may
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exist no solution to an analogical equation, so that a new candidate is not coined
each time. Conversely, each sentence pair in a cluster is a potential template for
the production of new candidate sentences. This makes it possible to obtain more
well-formed new sentences. We left aside clusters illustrating simple exchanges of
digits, as they produce too many new sentences that are not really of interest.
With this restriction, we generated about 62 million Chinese candidate sentences
and more than 18 million Japanese candidate sentences. We extracted a sample of
1,000 sentences and checked their quality manually. The quality lies around 19% for
Chinese and 50% for Japanese of correct sentences in syntax and meaning. Table 11
details the figures for this experiment.

Table 11. Statistics for new sentences generation in our experiments with Chinese and Japanese
data.

Chinese Japanese
. # of seed sentences 16,259 20,079
Initial data # of clusters 98,455 37,185
Generation # of candidate sentences 61,565,221 18,403,787
Q=19% Q=50%
# of lines in 269,308 336,877

references corpus
Quality assessment # of new valid sentences 25,212 26,003
(without begin/end marks) | N=6, Q=62% | N=7, Q=68%
# of new valid sentences 4,898 8,873
(with begin/end marks) N=6, Q=99% | N=7, Q=99%

From the generated candidate sentences point of view, there are some character-
istics in new sentences generation process. Table 12 and Table 13 give an example
for new sentence generation with some seed sentences and a series of clusters in
Chinese. Several important points that characterize the method are listed below:

e One seed sentence may produce different candidate sentences according to dif-
ferent clusters, because different clusters illustrate different linguistic features.
For instance, the seed sentence B#IR AN - ‘Food is very good.” in Table 13
produced 7 different candidate sentences according to all clusters given in Ta-
ble 13.

e One seed sentence may produce different candidate sentences even for the same
cluster as different sentence pairs (templets) are used. Table 13 illustrates this
situation. For instance, the seed sentence iX L # K153 - ‘The girl looks
beautiful.” yielded two different candidate sentences using clusters identifier ‘3’
which is examplified by ‘JEH S  JEHBIHEE and ‘“HERRMER . &
BEEH R

e Different seed sentences may produce different candidate sentences according
to the same cluster depending on the direction of the rewriting model, from
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left to right or right to left. For instance, the seed sentences 8L ‘classic
movie’ and BHIRAEE - ‘Food is very good.” produced four different candidate
sentences according to cluster identifier ‘2’ which represent the exchange of “4%
7 <classic’ to “IRAVES “very good’ in one direction and the exchange of “fR
NEE” “very good’ to “FH” ‘classic’ in the other direction.

e Different seed sentences may produce the same candidate sentence when passed
to different clusters. For instance, the seed sentences £ #LHFY ‘classic movie’
and fEEEFL . ‘bad movie’ produced the same sentence FLFZIRANES ‘the movie
is very good’ when passed to clusers ‘2’ with the model of “4#1” change to
“URAEE” and ‘4’ with the model of “¥&¥£” ‘bad’ change to “IRANEE" ‘very
good’ respectively.

Table 12. Examples of some seed sentences and a series of clusters in Chinese used for new sentence
generation.

Seed short sentences zh-clusters Cluster
identifier
i T AR 32 : T T AR AN
FEER : FEEE I
[HEFEES : R
HE : NEN7SE ) 1
% : N
WH AT EHE : B
ZFHEE, | i
XN AGE L2 BT : RANEE ]
FEREFLRY 24 : RAEE
BEWIRAE - 2B : R 2
A : RAEEE I
22 B : TERARAES
e H Bt : JEH B ER
A B RV gk o WEIEERER 3
FERE ST : TRAEE B
FEREHFR : TERARANEE 4

During the generation of candidate sentences, many invalid (e.g., “B4] . Z#7)
and grammatically incorrect (e.g., “iIX P KIFFENEE") sentences are produced.
To filter out these sentences and keep only well-formed sentences (e.g., “3X ™%
KB ), so as to ensure fluency of expression and adequacy of meaning, we
eliminate any sentence that contains an N-sequence of a given length unseen in the
reference corpus. Similar works using N-sequences to assess the quality of outputs of
various NLP systems are works by C-Y. Lin and E. Hovy for summary generation'?,

G. Doddington for machine translation'?, and also Y. Lepage and E. Denoual for
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Table 13. The result of newly generated sentences according to the seed sentences and clusters
in Table 12. The frequencies shows the times a candidate sentence has been generated using all
possible clusters.

Seed short sentences Newly generated sentences ‘ Cluster identifier  Freq.
WA AT : WA B 3 1
WS : VB W77 RAS 3 1
IR : TRAER R 2 4
ZHHSY : RUZARN R 2 3

XD LHEEE. : XN LKA - 1 4
ENMZEEER. © XPEEREREE. 3 1
EAMLZEEREE. o EEXNLEKRERE. 3 1
FEREFEL R : RAEE R 4 4
FERERLTY : BRI 4 3
BYARAE - : BYE. 2 2
BYIRAEE - : 'Y . FH 2 1
BEYIRAEE - : YR - 1 5
BYIRAE - : EEDIR - 1 1
BEYIRAEE - : RS - 3 1
BEYIRAEE - : TEEBYIRAE - 3 1
BEYIRAEE - : BYIRERE - 4 1

filtering paraphrases generation'®. We tried to adequately change the length of the
sequences of characters, so as to be able to obtain a satisfactory number of sentences
with a high quality. Recall that 98% is the estimated quality of collected sentences
data after filtering.

In a first attempt, we performed filtering directly based on all candidate sen-
tences and the size of reference corpus in lines as given in Table 11 which also comes
from the filtered sentences we collected from the Web, including the data for cluster
construction and new sentences generation. The best quality we obtained with the
values of length N=6 for Chinese and N=7 for Japanese were 62% and 68%. Among
the Chinese and Japanese sentences kept, we found many incorrect sentences. We
could easily identify that the problem laid with the beginning and the end of sen-
tences. In English, the beginning and the end of sentences are well defined by the
use of capital letters and the full stop. So as to reproduce similar conditions in
Chinese and Japanese, we introduced begin/end markers to make sure that at least
the beginning and the end of a sentence is correct. As a result, we obtained a lesser
number of sentences that passed the test with 4,898 new valid sentences in Chinese
and 8,873 new valid sentences in Japanese, using the values N=6 for Chinese and
N=7 for Japanese. This time, however, the grammatical quality of these sentences,
evaluated on sample of 1,000 sentences, was at least 99%. This means that 99% of
the Chinese and Japanese sentences may be considered as grammatically correct
(as shown in Table 11) when checked by native speakers.

Table 14 gives examples of newly generated sentences and the result of filtering
using unseen N-sequences(N=6) for Chinese. For valid sentences, we remember their
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corresponding seed sentences and the number of times they were generated by which
cluster. The unacceptable new sentences are struck through in the table. The fourth
newly generated sentence M 4% ‘The price is high.” which is correct was filtered
out due to its length of 5 (including begin and end markers) less than N=6. The
size and coverage of reference corpus used is another factor that affects the number
of kept valid sentences. For instance, the last sentence &8 £ FI4F 55, ANBE— MR 1T
- ‘Each one has its own characteristics, can not be generalized.” (correct) is also
filtered out.

For valid sentences, we propose to deduce translation relations in two languages
based on the translation relations between the seed sentences and the correspon-
dence between the clusters that produced them.

Table 14. For each valid sentence, we remember its corresponding seed sentence and the number
of times it was obtained (using different seed sentences or clusters), and the cluster that produced
it.

Seed short sentences Newly generated sentences ‘ Cluster identifier  Freq.
FHIEFERER - o RBIRERER - 944 7
B T EHERL o (EBHERE R 608 10
(B HE r o AERHEE RN 97 20
IS %=

HREWALIZHRMIRE | REREWHLXHRERRE 1063 7
= Com
S ROMUA L AT TR ) IUZERORR 4R HL AR A 217 5
BT CmmgEr.

X ;% v /f Z;%ﬁ:

PEFRAHER—
WA RERB—AE.  RELIEREW—A)E . 944 7

v A

5. Deducing Translation Relations Between Newly Generated
Sentences

In this paper, we examine an ideal configuration where the Chinese and Japanese
seed sentences are parallel. Thus, for our experiment, the translation relations be-
tween the seed sentences rely on the 20,606 Chinese-Japanese parallel corpus. Then,
we propose to extract corresponding clusters and compute the similarity between
them so as to deduce and construct a Chinese-Japanese quasi-parallel sentences
between new valid sentences.

5.1. Extracting corresponding clusters by computing simzilarity

Table 15 shows the flow of extraction of the changing characteristics in clusters.
First, we extract the change between left and right sides in each cluster by finding
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the longest common subsequence (LCS)® between each sentence pair. Then, we
consider the changes between the left (Si.s;) and right (Sy;gn:) sides in one cluster
as two sets. Finally, we perform the segmentation® for these changes in sets to obtain
minimal sets of changes made up with words or characters.

Table 15. The flow of extraction of the changing characteristics cross the clusters in both languages.

Chinese Japanese
Cluster IES . HEERAEE R WA E TR
CIE= o EHERAE W T E TH W
Changing extraction { [} 13 [}
e E AR € EEHTE T
€ IR € WfiHTE T
4 4 U !
Sets of changes (Stert) (Sright) (Stert) (Sright)
{e} {EER } {e} { &}
Sets of changes U J I3 U
after segmention {e} { ®m, )Y} {e} { [, A%, & T}
Translation 13 [} 13 (2
and conversion {e} { =, R} {e} { B, », ]}
Similarity computation

Finding the corresponding clusters reduces to compute the similarity between
two left sets (Sier¢) and two right sets (Syignt) between Chinese and Japanese clus-
ters. We make use of the EDR dictionary' and traditional-simplified Chinese conver-
sion (Unicode Data-Traditional-Simplified-Variant™) and a Kanji-Hanzi Conversion
Table” to translate all Japanese words into Chinese, or convert Japanese characters
into simplified Chinese. We calculate the similarity between Chinese and Japanese
word sets according to a classical Dice formula:

2 X |Szh n Sja|

Sim=—7" " 2
o +15,4] @)

Szn and Sj, denote the minimal sets of changes across the clusters (both on the
left or right) in both languages (after translation and conversion). In our experiment,
the formula for computing the similarity between Chinese and Japanese clusters is
given in formula (3):

kSegmentation toolkits: Mecab, Part-of-Speech and Morphological Analyzer: URL: http://mecab.
googlecode.com/svn/trunk/mecab/doc/index.html for Japanese and Urheen, a Chinese lexical
analysis toolkit (National Laboratory of Pattern Recognition, China) for Chinese.

IThe EDR Electronic Dictionary: National Institute of Information and Communication Technol-

ogy (NiCT). URL: http://www2.nict.go.jp/out-promotion/techtransfer/EDR/index.html
Mhttp://www.unicode.org/Public/UNIDATA/
"http://www.kishugiken.co.jp/cn/codel0d.html
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Sim = = (Simyerr + SiMright) (3)

5

Table 16 gives some samples of the experiment results of found corresponding
clusters between Chinese and Japanese. As the example shown in this Table, for
the Chinese and Japanese clusters with the changes of “/Ni : HLIRIFE” and
“INER VWA IE]” . we obtained the Chinese translation for the Japanese word H[H|
/eiga/ with HLE /dianying/ ‘movie’, and converted the Japanese kanji i /setsu/
in /N3 /shousetsu/ ‘novel’ to simplified Chinese hanzi 1 /shuc/ (here the Chinese
word /NIt /xidoshuo,/ also means ‘novel’), thus, using this method, the similarity
between these two clusters calculated by the formula (3) is 0.700. If all words and
characters in the sets of changes (left and right) of a Japanese cluster could find
their Chinese translations or can be converted into Chinese characters to match
the sets of changes for a Chinese cluster (left and right), the similarity score will be
1.000. We also give these clusters with a similarity of 1.000 in Table 16. Such clusters
are not necessarily clusters containing exact translations. For instance, the cluster:
“CHTE : SRU5” and “fTH] - 4> ¥ £ 2 —” obtained a similarity of 1.000 because
of the translation relation between “*X714” and “A4 > % & = —”, and kanji-hanzi
conversion of Japanese word “Hr” to simplified Chinese word “#7[E”. However,
actually the meaning of Japanese “JT[” /sinbun/ ‘newspaper’ is different from
Chinese “H[E#” /xmwén/ ‘news’.

Table 16. Examples of corresponding clusters (with the changes between the left and right sides)
with high similarity scores.

Chinese Cluster zh < ja Japanese Cluster Similarity
HE H 2R N H Ak 1.000
=5 QI R I [z 1.000
#E Pl FHE O 42V a— 1.000

w®o % | EDR dictionary idZ . ETH 1.000
BE € + <y £ 1.000
mAE € TS conv. HH € 1.000

e i + € iz 1.000
e JE% | kanji-hanzi conv. e JEFIC 0.833
N BRREE NG VIV BRI 0.700
+a el € ETY 0.500
) 1 2 x |{/Miki} 2 x |{H#}| 1 2
Sim =3 (|{/J\if‘é}| 1y T R R+ \{W,Eﬁén) ~2 (1 + 5) = 0700

5.2. Ezxperiments and results

The proposed method described above was applied for deducing translation relations
between valid newly generated sentences in an actual experiment based on the
following data files:
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e 20,606 Chinese-Japanese parallel corpus with translation similarities between
the seed sentences for new sentences generation as presented in section 2.

e 4,898 valid newly generated Chinese sentences (8,873 for Japanese) with their
corresponding seed sentences, identifiers of the clusters that they generated
from, the data obtained as reported in section 4.2.

e Extracted corresponding clusters obtained as described in section 5.1 across
languages with the sets of changes in both languages, identifiers and the simi-
larity scores.

As a final result,Table 17 gives the statistics for the obtained quasi-parallel
Chinese-Japanese sentences deduced by computing the similarity between the clus-
ters across languages and the similarity between sentences for new sentence gener-
ation.

Table 17. Statistics for the obtained quasi-parallel new sentences in Chinese and Japanese by
setting different threshold value of Dice.

Simg,,-c;. | # of corresponding clusters | Extracted quasi-parallel | Ture translation
>0.3 6,030 1,837 1,124 61.2%
> 0.4 4,192 1,531 970 63.3%
> 0.5 2,299 1,260 887 70.4%
> 0.6 1,693 1,247 878 70.4%
> 0.7 1,676 1,244 878 70.6%
> 0.8 1,229 1,240 877 70.7%

The final data, i.e., the quasi-parallel corpus is presented in the format shown
in Table 18, which shows a sample of the data obtained with our proposed method.
N5, and Nj, denote the valid newly generated sentences, Sim.p—j, is the similarity
between the seed sentences, and Simc,, —c,, is the similarity between the corre-
sponding clusters from which these two new sentences were produced, F'(zh) and
F(ja) denote the number of times these new sentences were generated with the two
corresponding clusters.
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6 81 €680 000T | S£USRINTIHAL > 1 Uk HOY B2 ¢ B () [ A T Y 3 Y T
¢ L1 00<°0 0001 [0 2 FEE) () I (F) ()
v 8 00<°0 0001 BRI LH2IEHEFR % (B RMEYE S Ey
L ¢ 80L°0 000°T (G2 2t —a—c(RLne) (far) e (Y] Crcty)
1 g €€8°0 000'T I MR 2 ER 0 o] NG A =7 S les
9 6 £68°0 000'T WY REEY[RI[@ A ol H TG 1 R b [ A A
8 6 0001 0001 CUCNTqF R EHERI D £] ° BH LT Pr s [ —]
8 6 000°T 000°T < £ 21(fre B2 JRIE (Ftek H) (B W] 20 Hy
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6. Conclusion

We presented a technique which uses analogical associations to construct a free
Chinese-Japanese quasi-parallel corpus based on sentences that we collected from
the Web with the concern of avoiding any copyright problem. From 47,674 sentences
in Chinese and 95,130 sentences in Japanese, we constructed 28,455 analogical clus-
ters in Chinese and 37,185 in Japanese. Different clusters illustrate different linguis-
tic features. These clusters served as rewriting models to generate new sentences.
We actually obtained a very large amount of new candidate sentences. To ensure
fluency of expression and adequacy of meaning we filtered the generated sentences
by the N-sequences method combined with the introduction of begin/end markers.
4,898 Chinese new sentences and 8,873 Japanese new sentences were obtained after
filtering. Their grammaticality and semantic validity was evaluated by sampling and
was found to be of at least 99% for both Chinese and Japanese. This quality is of the
same level as the quality of the resources we started from. Such valid new sentences
are not necessarily the paraphrases in comparison with the seed sentences. We then
deduced the translation relations between valid newly generated short sentences
between Chinese and Japanese, based on the similarity between the seed sentences
and the clusters they were generated from.

In this paper, we examined an ideal configuration where the Chinese and
Japanese seed sentences were parallel sentences, We automatically obtained 1,837
quasi-parallel new generated sentences without copyright problems as all sentences
have been created by our method. The result is a resource of pairs of sentences in
Chinese and Japanese with associated similarity translation scores.

We are continuously collecting short sentences from the Web, and continuously
construct new clusters with the new different filtered sentential data. We merge
these clusters according to the set of exchanges of each cluster, and aim to obtain
larger sizes of clusters for new sentences generation. Recently we obtained 78,630
Chinese clusters and 137,231 Japanese clusters in this way. With the same number
of seed sentences as input data, we obtained 22,313 Chinese new sentences and
30,906 Japanese new sentences after filtering by N-sequences with the larger size
of reference corpora (966,457 for Chinese and 975,518 for Japanese) that remain to
align for translation similarity.

In future work we propose to extract more quasi Chinese-Japanese parallel sen-
tences based on the method we described in this paper, even from comparable
resources and make them freely available to the community to foster research in
Chinese-Japanese machine translation.
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