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Abstract

Word alignment is the very first step in the pro-
cess of building statistical machine translation
systems. In this paper, we investigate one-to-one
alignments output by the sampling-based align-
ment method, which is an instance of the asso-
ciative method. The contribution of one-to-one
alignments contained in phrase tables to trans-
lation quality is examined on 10 European lan-
guage pairs. We compare the sampling-based
alignment method with the state-of-the-art esti-
mative method. It is shown that the one-to-one
alignments produced by sampling-based align-
ment method can achieve competitive results in
a lesser amount of time.

Keywords: Word alignment, phrase table, sta-
tistical machine translation
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Given a parallel corpus, word alignment identi-
fies the correspondences between words in the
source language and those in the target language.
It is mainly used to constitute theghrase table,
which is a fundamental component in the con-
text of a statistical machine translation system.
A phrase table is a list of phrase pairs that are
translations of each other with feature scores. It
is usually constructed in two steps: firstly, gener-
ating source-to-target and target-to-source word
alignments; secondly, extracting bilingual phrase
pairs from these alignments through heuristic
combination of both directions. As a stand-alone
application, word alignment is also used in bilin-
gual terminology extraction [1] and creation of
lexicon entries [2].

Dominant approaches to word alignment can
be categorized into two groups: tlestimation
approach and theassociation approach.

The estimation approach employs statistical
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maximization process. It originates from the
IBM models [3] and is augmented by an HMM-
based model [4]. This constitutes the standard
estimative method. Many studies are carried out
in this trend [5; 6]. The association approach
tries to utilize different similarity measures and
association tests, for instance, mutual informa-
tion [7], or log-likelihood-ratio association mea-
sure [8].

Analyzing the distribution of phrases used in
the decoding process, we found that, even in the
standard phrase-based statistical machine trans-
lation setting, the majority of phrases used dur-
ing translation is one-to-one alignments. This
motivated us to perform a comparison of one-
to-one alignments between an instance of the
association approach, sampling-based alignment
method, and the standard estimative method.

As for comparison, we consider two criteria:

e Translation quality as a final criterion.

e Speed as a practical criterion.

While the standard estimative method is gen-
erally computationally expensive, we show that,
based on these criteria, the sampling-based
alignment method not only produces one-to-one
alignments that yield better translation quality,
but also reduces drastically the processing time
needed.

The remainder of this paper is organized as
follows. In Section 2, we present an analy-
sis of phrase lengths used during the transla-
tion in the standard pipeline. In Section 3, we
briefly introduce the sampling-based alignment
method. Section 4 reports experiments of one-
to-one alignments between two approaches and
evaluation results are analyzed. We conclude in

models and the parameters are estimated through Section 5 with future works.



Table 1: Statistics on

the parallel corpus.
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1,000
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2 Analysisof Phrases Used in Decoding

In this section, we report a preliminary exami-
nation that shows the importance of one-to-one
alignments in the standard phrase-based statisti-
cal machine translation pipeline.

2.1 Distribution

We begin with an investigation of the distribu-
tion of phrase lengths that are actually used dur-
ing the decoding process. The experiments were
carried out using the Europarl parallel corpus [9]
in 10 language pairs. For each pair, we used

a training set of 347,614 sentence pairs. The
development set was made up of 500 sentence
pairs, and test set contained 1,000 sentence pairs.
A detailed description of the data sets is given in
Table 1.

Standard statistical machine translation sys-
tems were built by using the Moses toolkit [10],
Minimum Error Rate Training (MERT) [11] to
tune the parameters, and the SRI Language Mod-
eling (SRILM) toolkit [12] to build a 5-gram
target language model. We use GIZA++ [13]
for word alignment and the maximum length of
phrase pairs in phrase tables is set to 7 (the de-
fault phrase length in Moses).

We are interested in how important the perfor-
mance of one-to-one alignments is in the stan-
dard system. An analysis of the distribution of
phrases used during translation is shown in Fig-
ure 1. From the graph it can be seen that the ma-
jority of phrases used in the decoding process are
1-to-1 translations, i.e., word alignments. Over-
all, it represents more than half of the phrases.
The percentage varies from 48% for sv-en to
72% for nl-en. The average over the 10 lan-
guage pairs is 61%. This indicates that one-to-
one alignments play a decisive role in the stan-
dard phrase-based machine translation setting.

!Source: Danish (da); German (de); Greek (el); Span-
ish (es); Finnish (fi); French (fr); Italian (it); Dutch (nl)
Portuguese (pt); Swedish (sv). Target: English (en).
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Figure 1: Distribution of phrases used during
translation in standard pipeline (standard setting:
Moses/GIZA++; default phrase tables: phrase
length< 7).

2.2 BLEU scores

We next compare the BLEU scores of the de-
fault phrase tables (length 7) and phrase tables
that contain only one-to-one alignments (length
= 1). The experiments of one-to-one alignments
were conducted by using the same data and sys-
tem components as described above (Secion 2.1)
except that the phrase length in phrase tables is
set to one. The parameters were tuned again for
all systems. We would like to stress that the mo-
tivation of this paper is to investigate and focus
on one-to-one alignments, the translation quality
scores of default phrase tables are provided here
as a reference.

We analyzed the contribution of one-to-one
alignments to BLEU scores. This is shown in
Table 2. It can be seen that the percentage varies
from 46% for fi-en to 78% for nl-en. On average,
one-to-one alignments contribute to around 70%
of BLEU scores. We also analyzed the number
of entries in phrase tables. Overall, one-to-one
alignments represent only a small portion of the
entries in phrase tables with an average of 0.8%.



The clear conclusion of this investigation is
that, even though one-to-one alignments repre-
sent a very small number of entries, they con-
tribute to most of the BLEU scores.

Table 2: BLEU scores and number of entries in
phrase tables.

Length< 7
BLEU Entries
29.39 15,940,55
25.03 14,322,36
28.11 13,944,58
33.53 14,964,779 24.31 99,93172.50% 0.67%
23.49 15,776,626 10.90 177,53246.40% 1.13%
32.17 14,513,04Q 22.20 136,52469.01% 0.94%
30.71 14,980,498 22.38 99,87072.88% 0.67%
29.25 16,087,788 22.72 193,86277.68% 1.21%
26.30 13,699,572 20.06 48,507 76.27% 0.35%
33.23 16,348,528 22.03 135,88466.30% 0.83%

Contri. of 1-to-1
BLEU Entries
71.79% 1.21%
67.40% 0.51%
74.53% 0.44%

Length =1
BLEU Entries
V 21.10 192,554
1 16.87 73,524
B 20.95 61,853

da-en|
de-en
el-en
es-en
fi-en
fr-en
it-en
nl-en
pt-en
sv-en

3 Sampling-based Alignment Method

The one-to-one alignments come mainly from
the output of GIZA++. Consequently, it seems
reasonable to inspect the quality of one-to-one
alignments output by an alternative approach
to GIZA++, i.e., the association approach. In
this section, we give a brief introduction to the
sampling-based alignment method [14], which
is an instance of the association approach. The
method is implemented in a free open-source
tool called Anymaligr?

The sampling-based alignment model, takes
as input a sentence-aligned corpus and outputs
pairs of sequences of words similar to those in
phrase tables, in a single step. In this method,
only those sequences of words that appear ex-
actly in the same sentences of the corpus are con-
sidered for alignment. The key idea is to pro-
duce more candidate words by artificially reduc-
ing the size of the input corpus, i.e., many sub-
corpora of small sizes are obtained by sampling
and processed one after another. Indeed, the
smaller a subcorpus, the less frequent its words
in the source and target parts, and the more likely
they are to share the same distribution. Once

the size of a subcorpus has been chosen, its sen-

tences are randomly selected from the complete
input corpus according to a uniform distribution.

Then, from each subcorpus, sequences of words
that share the same distribution are extracted to

2http://anymalign.limsi.fr/

constitute table entries along with the number of
times they were aligned.

One important feature of the sampling-based
alignment method is that it @nytime in essence:
the number of random subcorpora to be pro-
cessed is not set in advance, so the alignment
process can be interrupted at any moment. Con-
trary to many approachesgpality is not a mat-
ter of time, howeverquantity is: the longer
the aligner runs (i.e. the more subcorpora pro-
cessed), the more alignments produced, and the
more reliable their associated translation proba-
bilities.

It has been shown in [15] that this method
requires less memory in comparison with
GlZA++. However, phrase tables generated
by the model do not reach the performance of
the state-of-the-art method on statistical machine
translation tasks. In [16], a method was pre-
sented to enforce the sampling-based alignment
model to align n-grams. [17] presented an align-
ment algorithm that relies on association scores.
It complemented the sampling-based alignment
model and led to results comparable to the state-
of-the-art method.

4 Comparison of One-to-One
Alignments

In this section, we perform a comparison of
the quality of one-to-one alignments output by
the sampling-based alignment method with those
found in phrase tables of the standard setting
GlZA++/Moses. As we are only interested
in one-to-one alignments, here, the maximum
length of phrase pairs in phrase tables of both
models are limited to one.

In this setting, we measure the quality accord-
ing to different times. Machine translation sys-
tem components were kept the same in all our
experiments except for the phrase tables. We
compare the translation quality of the output of
machine translation systems using phrase tables
of Anymalign and that of GIZA++/Moses. Since
Anymalign has thanytime feature, it can be in-
terrupted at any moment. We chose to start with
GlZA++/Moses and measure the elapsed CPU
time. Then, Anymalign was run within the time
range:

1. the same amount of hours (4 to 5) de-
pending on language pairs (according to
GIZA++/Moses training time) (T1);



2. 2 hours only (T2);
3. 10 minutes only (T3).

4.1 Evaluation Results

The experiments were carried out by using the
same data (i.e., Europarl parallel corpus in 10
language pairs) and the same system compo-
nents (i.e., Moses toolkit) as in Section 2. As
for evaluation, four standard automatic evalu-
ation metrics were used to assess the output
of machine translation systems: BLEU [18],
NIST [19], WER [20], and TER [21].

The results of experiments are shown in Ta-
ble 3. From these results it can be seen that
when given the same amount of training time,
using phrase tables of Anymalign (T1) achieves
results better or approximately equal to that
of GIZA++/Moses. For language pairs de-
en, el-en, and pt-en, Anymalign outperforms
GlZA++/Moses significantly by 2.82, 3.62, and
3.72 BLEU points, respectively. The results for
these three language pairs is consistent in terms
of three other evaluation metrics. We also inves-
tigated the number of entries in the phrase tables
of these two alignment models. The number of
entries (one-to-one entries) produced by Anyma-
lign is, on average, more than 10 times that of
GlZA++/Moses.

By giving almost half of the amount of train-
ing time as in the previous setting, the evalua-
tion results of Anymalign (T2) are comparable
with those of Anymalign (T1). Itis interesting to
note that slight improvements can be observed
for three language pairs (fi-en, fr-en, it-en) by
comparing with Anymalign (T1). It can be seen
that Anymalign (T2) achieves better results by
comparing with GIZA++/Moses for all language
pairs except for nl-en. Significant improvements
can be seen for language pairs de-en, el-en, it-en,
and pt-en, with an increase of 2.70, 3.62, 1.08,
and 3.40 BLEU points, respectively. The num-
ber of entries in the phrase tables of Anymalign
(T2) decreased compared with (T1) by around
33% to 47%.

In the case of Anymalign (T3) (10 minutes
run), the evaluation results show that it is compa-
rable with GIZA++/Moses. In 6 language pairs
(da-en, de-en, el-en, es-en, it-en, and pt-en),
Anymalign (T3) outperforms GIZA++/Moses,
while in the other 4 language pairs, one observes
slight decreases in evaluation matrics. Signif-

de-en (+1.95 BLEU), el-en (+2.66 BLEU), and
pt-en (+2.85 BLEU). It can be seen that Any-
malign requires much less training time than
GlZA++/Moses with comparable evaluation re-
sults, which is a neat advantage. The num-
ber of entries in phrase tables decreases dra-
matically compared with the previous two set-
tings, however, they are still larger than those of
GlZA++/Moses in all language pairs.

5 Conclusion and Future Work

In this paper, we investigated the performance
of the sampling-based alignment method (an in-
stance of associative method) on statistical ma-
chine translation tasks. We focused on one-
to-one alignments output by this method and
compared the results with those of the state-of-
the-art estimative method in 10 European lan-
guage pairs. The evaluation results show that this
method achieves results better or approximately
equal to those of the estimative method. Pro-
vided with the same amount of training time, the
sampling-based alignment method outperforms
in nine tasks over ten in the experiments of one-
to-one alignments, which meets the requirement
of the trandation quality criterion. Given less
time, the sampling-based model achieves com-
parable results in 10 minutes, which meets the
requirement of thepeed criterion.

This paper is a partial report of the work
on improving the sampling-based alignment
method for statistical machine translation. From
the experimental results it can be seen that this
method can achieve competitive results in one-
to-one alignment in a very short period of train-
ing time, which is a neat advantage over the
standard estimative method. Since the sampling-
based model does not produce alignment points
between sentences as it is in the traditional
model, we plan to output these alignment points
and apply heuristic phrase extraction in the stan-
dard pipeline.
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Table 3: Summary of evaluation results @fe-to-one alignments. The column Time displays the

amount of time (in seconds) for training. The column Entpessents the number of entries in phrase
tables. The column Overlap analyzes how much overlap thassbetween phrase tables of Anymalign
and those of GIZA++/Moses.

1-1 Alignments BLEU NIST WER TER Time (sec.) Entries Overlap
GIZA++/Moses 21.10 6.1894 56.32 61.24 16999 192,555 -
Anymalign (T1) 21.92 6.5064 55.25 59.94 16999 1,650,032 97,761
da-en  Anymalign (T2) 21.91 6.4829 55.28 50.87 7200 1,063,395 83,801
Anymalign (T3) 21.20 6.3544 55.79 60.57 600 260,922 45,420
GIZA++/Moses 16.87 5.6658 60.82 66.08 17323 73,528 -
Anymalign (T1) 19.69 6.2657 58.12 62.58 17323 1,779,535 49,518
de-en  Anymalign (T2) 19.57 6.2506 58.32 63.08 7200 1,040,155 83,3
Anymalign (T3) 18.82 6.0837 59.13 63.84 600 258,557 27,040
GIZA++/Moses 20.95 5.7535 59.30 64.01 17809 61,853 -
Anymalign (T1) 24,57 6.5854 55.77 60.07 17809 1,900,166 38,298
el-en Anymalign (T2) 2457 6.5343 55.31 59.91 7200 1,115,305 33,638
Anymalign (T3) 23.61 6.3645 55.97 60.65 600 261,275 21,380
GIZA++/Moses 24.31 6.5124 55.47 60.27 18104 99,931 -
Anymalign (T1) 2511 6.6134 54.81 59.35 18104 1,775,112 65,730
es-en Anymalign (T2) 24.87 6.5700 55.11 59.72 7200 947,730 55,464
Anymalign (T3) 24.43 6.5059 55.61 60.33 600 246,741 34,050
GIZA++/Moses 10.90 3.7178 65.11 68.01 13800 177,532 -
Anymalign (T1) 11.52 4.0226 64.66 68.00 13800 1,460,932 78,866
fi-en Anymalign (T2) 11.70 3.9647 65.09 67.99 7200 975,339 68,534
Anymalign (T3) 10.31 3.6752 66.99 70.12 600 220,870 34,862
GIZA++/Moses 22.20 5.9401 62.99 66.89 19947 136,524 -
Anymalign (T1) 22.15 6.0847 62.66 66.37 19947 1,830,491 78,918
fr-en Anymalign (T2) 22.70 6.1612 62.42 65.93 7200 1,007,924 65,433
Anymalign (T3) 22.08 6.0430 62.90 66.59 600 247,414 37,652
GIZA++/Moses 22.38 6.3151 57.09 61.46 17831 99,870 -
Anymalign (T1) 23.22 6.4214 57.19 61.45 17831 1,917,444 585,
it-en Anymalign (T2) 23.46 6.4446 56.58 60.79 7200 1,194,562 57,708
Anymalign (T3) 22.83 6.3366 57.31 61.77 600 267,226 34,083
GIZA++/Moses 22.72 6.2688 57.96 62.54 17950 193,862 -
Anymalign (T1) 22.38 6.3148 58.52 62.86 17950 1,840,758 110,502
nl-en Anymalign (T2) 21.84 6.2668 59.05 63.48 7200 1,156,353 43,0
Anymalign (T3) 21.63 6.1955 59.27 63.73 600 260,567 49,109
GIZA++/Moses 20.06 5.6701 60.09 65.13 17894 48,507 -
Anymalign (T1) 23.78 6.5374 55.98 60.63 17894 1,787,247 28,018
pt-en Anymalign (T2) 23.46 6.4890 56.47 61.06 7200 1,141,430 25,0
Anymalign (T3) 22.91 6.3529 57.07 61.45 600 256,751 15,504
GIZA++/Moses 22.03 6.3969 53.45 57.87 15884 135,884 -
Anymalign (T1) 22.39 6.6147 53.05 57.09 15884 1,668,951 81,388
sv-en Anymalign (T2) 22.37 6.5954  53.00 57.12 7200 1,103,929 71,803
Anymalign (T3) 21.85 6.4789 53.72 57.78 600 261,452 40,947
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