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Abstract. We describe an approach to improve the performance of
sampling-based sub-sentential alignment method on translation tasks
by investigating the distribution of n-grams in the phrase tables. This
approach consists in enforcing the alignment of n-grams. We compare
the quality of phrase translation tables output by this approach and
that of the state-of-the-art estimation approach in statistical machine
translation tasks. We report significant improvements for this approach
and show that merging phrase tables outperforms the state-of-the-art
techniques.
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1 Introduction

Phrase tables play an important role in the process of building statistical machine
translation systems. Their quality is crucial for the quality of translation out-
puts. The most widely used state-of-the-art tool to generate phrase tables is
MGIZA++ [1], which trains the IBM models [2] and the HMM introduced in [3]
in combination with the Moses toolkit [4]. Phrase tables are also used in other
domains, e.g., bilingual terminology extraction [5], creation of lexicon entries [6].

A phrase table is a list of phrase pairs that are translations of each other with
feature scores (see Table 1). It is normally constructed in two steps by using
MGIZA++ and Moses toolkit. The first step consists of the using alignment
tool MGIZA++ to generate source-to-target and target-to-source word align-
ments between two languages. The second step uses Moses to extract bilingual
phrase pairs from alignments through heuristic combination of both directions
and compute feature scores.
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Table 1. Example of a phrase table.

Source language Target language Feature scores

French English φ(f |e) lex(f |e) φ(e|f) lex(e|f)
rapport report 0.921 0.924 0.917 0.841

parlement européen european parliament 0.811 0.187 0.897 0.773

mais , but 0.087 0.719 0.044 0.190

activités et activities and 0.615 0.502 0.889 0.613

le président, president, 0.953 0.889 0.870 0.965

monsieur le président mr president 0.918 0.979 0.947 0.874

l’ union européenne european union 0.836 0.661 0.851 0.886

la commission européenne european commission 0.836 0.852 0.968 0.987

In this article, we investigate a different approach to the production of phrase
tables: the sampling-based approach [7], available as a free open-source tool
called Anymalign.1 Being in line with the association alignment approach (see
e.g. [8–10]), it is much simpler than the models implemented in MGIZA++,
which are in line with the estimation approach (e.g. [11–14]).

In sampling-based alignment, only those sequences of words that appear
exactly in the same sentences of the corpus are considered for alignment. The key
idea is to produce more candidate words by artificially reducing the size of the
input corpus, i.e., many subcorpora of small sizes are obtained by sampling and
processed one after another. Indeed, the smaller a subcorpus, the less frequent
its words, and the more likely they are to share the same distribution.

The subcorpus selection process is guided by a probability distribution that
ensures a proper coverage of the input parallel corpus:

p(k) =
−1

k log(1 − k/n)
(to be normalized)

where k denotes the size (number of sentences) of a subcorpus and n the size
of the complete input corpus. This function is very close to 1/k2 and gives
more credit to small subcorpora, which happen to be the most productive [7].
Once the size of a subcorpus has been chosen according to this distribution,
its sentences are randomly selected from the complete input corpus according
to a uniform distribution. Then, from each subcorpus, sequences of words that
share the same distribution are extracted to constitute alignments along with
the number of times they were aligned.2

Eventually, the list of alignments is turned into a full-fledged phrase table
by calculating various features for each alignment. In the following, we use two
translation probabilities and two lexical weights as proposed by [15], as well as
the commonly used phrase penalty, for a total of five features.
1 http://anymalign.limsi.fr/
2 Contrary to the widely used terminology where it denotes a set of links between the
source and target words of a sentence pair, we call “alignment” a (source, target)
phrase pair, i.e., it corresponds to an entry in the so-called [phrase] translation tables.

http://anymalign.limsi.fr/
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One important feature of the sampling-based alignment method is that it is
anytime in essence: the number of random subcorpora to be processed is not set
in advance, so the alignment process can be interrupted at any moment. Contrary
to many approaches, quality is not a matter of time, however quantity is: the
longer the aligner runs (i.e. the more subcorpora processed), the more alignments
produced, and the more reliable their associated translation probabilities.

Intuitively, since the sampling-based alignment process can be interrupted
without sacrificing the quality of alignments, it should be possible to allot more
processing time for n-grams of similar lengths in both languages and less time
to very different lengths. For instance, a source bigram is much less likely to be
aligned with a target 9-gram than with a bigram or a trigram. The experiments
reported in this paper make use of the anytime feature of Anymalign and of the
possibility of allotting time freely.

This article is organized as follows: Sect. 2 defines the problem. Section 3
proposes a variant in order to improve the translation performance. Section 4
describes the merge of two aligners’ phrase tables. Section 5 provides the
conclusion.

2 Description of the Problem

In order to measure the performance of the sampling-based alignment app-
roach implemented in Anymalign in statistical machine translation tasks, we
conducted a preliminary experiment and compared with the standard alignment
setting: symmetric alignments obtained from MGIZA++. Although Anymalign
and MGIZA++ are both capable of parallel processing, for fair comparison in
time, we run them as single processes in all our experiments.

2.1 Experimental Setup

A sample of the French-English parts of the Europarl parallel corpus was used
for training, tuning and testing. A detailed description of the data used in the
experiments is given in Table 2. To perform the experiments, a standard statis-
tical machine translation system was built for each different alignment setting,
using the Moses decoder [4] MERT (Minimum Error Rate Training) [16] and the
SRILM toolkit [17]. As for the evaluation of translations, the BLEU metric [18]
was used.

2.2 Problem Definition

In a first setting, we evaluated the quality of translations output by the Moses
decoder using the phrase table obtained by making MGIZA++’s alignments
symmetric. In a second setting, this phrase table was simply replaced by that
produced by Anymalign. Since Anymalign can be stopped at any time, for a fair
comparison it was run for the same amount of time as MGIZA++: seven hours
in total. The experimental results are shown in Table 3. In order to investigate
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Table 2. Statistics on the French-English parallel corpus used for the training, devel-
opment, and test sets.

French English

Train Sentences 100,000

Word tokens 3,986,438 2,824,579

Word types 42,919 32,588

Dev Sentences 500

Word tokens 18,120 13,261

Word types 2,300 1,941

Test Sentences 1,000

Word tokens 38,936 27,965

Word types 3,885 3,236

Table 3. Evaluation results on a statistical machine translation task using phrase
tables obtained from MGIZA++ and Anymalign (baseline).

BLEU

MGIZA++ 27.42

Anymalign (baseline) 22.85

the differences between MGIZA++ and Anymalign phrase tables, we analyzed
the distribution of n-grams of both aligners, The distributions are shown in
Table 4 and Table 5.

In Anymalign’s phrase table, the number of alignments is 8 times that of 1×1
n-grams in MGIZA++ phrase table, or twice the number of 1×2 n-grams or 2×1
n-grams in MGIZA++ phrase table. Along the diagonal (m × m n-grams) for
m > 2, the number of alignments in Anymalign table is approximately hundred

Table 4. Distribution of phrase pairs in phrase tables (MGIZA++).
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Table 5. Distribution of phrase pairs in phrase tables (Anymalign).

times less than in MGIZA++ table. This confirms the results given in [19] that
the sampling-based approach excels in aligning unigrams, which makes it better
at multilingual lexicon induction than, e.g., MGIZA++. However, its phrase
tables do not reach the performance of symmetric alignments from MGIZA++
on translation tasks. This basically comes from the fact that Anymalign does
not align enough long n-grams.

3 Anymalign1-N

3.1 Phrase Subtables

To solve the above-mentioned problem, we propose a method to force the
sampling-based approach to align more n-grams.

Consider that we have a parallel input corpus, i.e., a list of (source, target)
sentence pairs, for instance, in French and English. Groups of characters that
are separated by spaces in these sentences are considered as words. Single words
are referred to as unigrams, and sequences of two and three words are called
bigrams and trigrams, respectively.

Theoretically, since the sampling-based alignment method excels at aligning
unigrams, we could improve it by making it align bigrams, trigrams, or even
longer n-grams as if they were unigrams. We do this by replacing spaces between
words by underscore symbols and reduplicating words as many times as needed,
which allows to make bigrams, trigrams, and longer n-grams appear as unigrams.
Table 6 depicts the way of forcing n-grams into unigrams. The same trick was
used in a work by [20].

It is thus possible to use various parallel corpora, with different segmentation
schemes in the source and target parts. We refer to a parallel corpus where source
n-grams and target m-grams are assimilated to unigrams as a unigramized n-m
corpus. These corpora are then used as input to Anymalign to produce phrase
subtables, as shown in Table 7. Practically, we call Anymalign1-N the process
of running Anymalign with all possible unigramized n-m corpora, with n and
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Table 6. Transforming n-grams into unigrams by inserting underscores and redupli-
cating words for both the French part and English part of the input parallel corpus.

n French English

1 le debat est clos . the debate is closed .

2 le debat debat est est clos clos . the debate debate is is closed closed .

3 le debat est debat est clos est clos . the debate is debate is closed is closed .

4 le debat est clos debat est clos . the debate is closed debate is closed .

5 le debat est clos . the debate is closed .

Table 7. List of n-gram phrase subtables (TT) generated from the training corpus.
These subtables will then be merged together into a single phrase table.

m both ranging from 1 to a given N. In total, this corresponds to N × N runs
of Anymalign. All phrase translation subtables are finally merged together into
one large phrase table, where translation probabilities are re-estimated given the
complete set of alignments.

Although Anymalign is capable of directly producing alignments of sequences
of words, we use it with a simple filter3 so that it only produces (typographic)
unigrams in output, i.e., n-grams and m-grams assimilated to unigrams in the
input corpus. This choice was made because it is useless to produce alignments
of sequences of words, since we are only interested in phrases in the subse-
quent machine translation tasks. Those phrases are already contained in our
(typographic) unigrams: all we need to do to get the original segmentation is to
remove underscores from the alignments.

3.2 Equal Time Configuration

The same experimental process (i.e., replacing the phrase table) as in the pre-
liminary experiment was carried out on Anymalign1-N with equal time distrib-
ution, i.e., uniformly distributed time among subtables. For a fair comparison,
the same amount of time was given: seven hours in total. The results are given in
3 Option -N 1 in the program.
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Table 8. Anymalign1-4 with equal time for each n × m n-grams alignments.

Table 12. On the whole, MGIZA++ significantly outperforms Anymalign1-N, by
more than 4 BLEU points. However, the proposed approach, Anymalign1-N, pro-
duces better results than Anymalign in its basic version, with the best increase
with Anymalign1-4 (+1.4 BP).

The comparison of Table 8 and 4 shows that Anymalign1-N delivers too many
alignments outside of the diagonal (m × m n-grams) and still not enough along
the diagonal. Consequently, this number of alignments should be lowered. A way
of doing so is by giving less time for alignments outside of the diagonal.

3.3 Time Distribution among Subtables

To this end, we distribute the total alignment time among phrase subtables
according to the standard normal distribution:

φ(n,m) =
1√
2π

e− 1
2 (n−m)2

The alignment time allotted to the subtable between source n-grams and target
m-grams will thus be proportional to φ(n,m).

In a third evaluation, we compare this new setting (with a total amount of
processing time of 7 h) with MGIZA++, Anymalign in its standard use, and
Anymalign1-N with equal time distribution (Table 12). There is an increase in
BLEU scores for almost all Anymalign1-N, from Anymalign1-3 to Anymalign1-
10, when compared with equal time distribution. The greatest increase in BLEU
is obtained for Anymalign1-10 (almost +2 BP). Anymalign1-4 shows the best
translation quality among all other settings, but gets a less significant improve-
ment (+0.2 BP).

Again, we investigated the number of entries in Anymalign1-N run with this
normal time distribution. We compare the number of entries in Anymalign1-4
with equal time distribution (Table 8) and standard normal time distribution
(Table 9). The number of phrase pairs on the diagonal roughly doubled when
using standard normal time distribution. We can see a significant increase in the
number of phrase pairs of similar lengths, while the number of phrase pairs with
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Table 9. Anymalign1-4 with standard normal time distribution.

different lengths tends to decrease slightly. This means that the standard normal
time distribution allowed us to produce much more numerous useful alignments
(a priori, phrase pairs with similar lengths), while maintaining the noise (phrase
pairs with different lengths) to a low level, which is a neat advantage over the
original method.

3.4 Pruning Phrase Tables

Inspired by the work of Johnson et al. [21], we applied the technique of pruning
on phrase tables of Anymalign (standard normal time distribution).

In [21], Fishers exact significance test is used to eliminate a substantial num-
ber of phrase pairs. The significance of the association between a (source, target)
phrase pair is evaluated and their probability of co-occurrence in the corpus is
calculated. A two by two contingency table for the phrase pair (s̃, t̃) is shown in
Table 10.

The hypergeometric distribution is used to compute the observed probability
of joint occurrence C(s̃, t̃), with s̃ a source phrase and t̃ a target phrase:

ph(C(s̃, t̃)) =

(
C(s̃)
C(s̃,t̃)

) (
N−C(s̃)

C(t̃)−C(s̃,t̃)

)

(
N

C(t̃)

) (1)

Table 10. 2×2 contingency table for s̃ and t̃

C(s̃, t̃) C(s̃) − C(s̃, t̃) C(s̃)

C(t̃) − C(s̃, t̃) N − C(s̃) − C(t̃) + C(s̃, t̃) N − C(s̃)

C(t̃) N − C(t̃) N
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Here, N is the number of sentences in the input parallel corpus. The p-value
is calculated as:

p-value(C(s̃, t̃)) =
∞∑

k=C(s̃,t̃)

ph(k) (2)

Any phrase pair with a p-value greater than a given threshold will be filtered
out.

In a fourth evaluation, we compare with the previous settings. We used α+ε
and α − ε filters. The proportion of phrase pairs filtered out from the phrase
tables is shown in Fig. 1. In both cases, the number of phrase pairs discarded from
phrase tables varies according to N: it amounts to around 87% for Anymalign1-
1, but only to about half of the phrase pairs for Anymalign1-3 to Anymalign
1-10.

Fig. 1. Proportion of entries discarded in phrase tables of Anymalign1-N.

Evaluation results are given in Table 12. The phrase table size reduction
results in slight but consistent improvements in translation quality. Among all
Anymalign1-N, Anymalign1-4 once again gets the highest BLEU score of 25.11
(α+ε filter) and 25.14 (α−ε filter). This allowed us to achieve a slight improve-
ment (+0.7 BLEU points) over Anymalign1-4 with standard normal time dis-
tribution and a significant improvement (+2.2 BLEU points) over Anymalign
baseline.

The distribution of phrase pairs in pruned phrase tables are shown in
Table 11(a) with α+ ε filter and Table 11(b) with α − ε filter. The largest differ-
ence when compared with the non-pruned phrase table of Anymalign 1-4 with
standard normal time distribution (Table 9) is visible in the cell corresponding
to 1-to-1 entries. As a consequence, the largest number of entries are now 2-to-2
phrase pairs, which account for around 19% of the total number of phrase pairs
in both cases.
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Table 11. Anymalign1-4 with standard normal time distribution (after pruning).

4 Merging Phrase Tables

In order to check exactly how different the phrase table of MGIZA++ and
that of Anymalign are, we performed an additional set of experiments in which
MGIZA++’s phrase table is merged with that of Anymalign baseline. As for the
feature scores in the phrase tables for the intersection part of both aligners, we
adopted parameters either from MGIZA++ or from Anymalign for evaluation.

Evaluation results on machine translation tasks with merged phrasse tables
are given in Table 12. This setting outperforms MGIZA++ on BLEU scores.

Table 12. Evaluation results.

MGIZA++ 27.42

Anymaslign (baseline) 22.85

1-1 1-2 1-3 1-4 1-5 1-6 1-7 1-8 1-9 1-10

Anymalign1-N (equal time) 19.84 24.06 24.03 24.23 23.76 23.49 23.71 22.53 22.96 21.82

Anymalign1-N (std.norm.) 19.84 24.04 24.41 24.42 24.36 24.03 24.05 23.66 24.02 23.61

Anymalign1-N (std.n., α + ε) 19.53 24.25 24.13 25.11 24.57 24.59 24.19 24.46 24.61 24.59

Anymalign1-N (std.n., α − ε) 19.76 24.10 24.70 25.14 24.57 24.47 24.16 24.18 24.58 24.40

Merge (MGIZA++ para.) 27.54

Merge (Anymalign para.) 27.47
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The phrase table with Anymalign parameters for the intersection part is slightly
behind the phrase table with MGIZA++ parameters. This may indicate that
the feature scores in Anymalign phrase table need to be revised.

5 Conclusions and Future Work

In this article, we proposed a method to improve the performance of the sampling-
based sub-sentential alignment method on statistical machine translation tasks.

We analyzed the strengths and weaknesses of this method according to the
distribution of phrase pairs in phrase tables, and pointed to directions for pro-
posed work building on its strengths. By introducing a method to enforce the
alignment of n-grams, called Anymalign1-N, we increased the phrase coverage.
A gain of 1.3 BLEU point over Anymalign baseline was observed. In order to
balance the distribution of n-grams in phrase tables, a standard normal time
distribution has been introduced. Within the same amount of processing time,
the number of n-m phrase pairs of similar lengths increased substantially, which
led to additional improvements in translation quality with Anymalign1-N (+0.2
BLEU point). The translation quality was further improved by pruning phrase
tables. In total, the experiments proposed in this article allowed us to achieve a
significant improvement of more than 2.2 BLEU point over Anymalign baseline.
Finally, merging Anymalign’s phrase table with that of MGIZA++ allowed to
outperform MGIZA++ alone.

In the future, we intend to modify the feature scores computed by Anymalign
in order to make it better suited to statistical machine translation tasks.
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